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1 Overview

One of the characterizing features of algebraic geometry is that the set of all geometric
objects of a fixed type (e.g. smooth projective curves, subspaces of a fixed vector space,
or coherent sheaves on a fixed variety) often itself has the structure of an algebraic variety
(or more general notion of algebro-geometric space). Such a space M is the moduli space
classifying objects of the given type and in some sense the study of all objects of the given
type is reduced to the studying the geometry of the spaceM. This self-referential nature of
algebraic geometry is a crucial aspect of the field.

More precisely, suppose we are interested in studying some class of geometric objects C
with a suitable notion of a family of objects of C

π : X :=
⊔
{Xb ∈ C : b ∈ B} → B

parametrized by some base scheme B. To a first approximation, we may attempt to construct
a moduli space for the class C in two steps. First we find a family π : X → B such that for
each object X ∈ C, there exists a b ∈ B with Xb

∼= X. Next we look for an equivalence
relation on B such that b ∼ b′ if and only if Xb

∼= Xb′ and such that the quotient of B by
this equivalence relation inherits the structure of an algebraic variety. If this happens, we
may call M := B/ ∼ a moduli space and the family of objects M inherits from π the
universal family (we will discuss this more carefully soon). In particular, the points ofM are
in bijection with isomorphism classes of objects in C.

Moduli spaces give a good answer to the question of classifying algebraic varieties, or
more generally objects of some class C. In the best case scenario, we may have that

M =
⊔
Γ

MΓ

where d is some discrete invariant (not necessarily an integer) and each componentMΓ is of
finite type. Then classifying the objects of C reduces to (1) classifying the discrete invariants
Γ, and (2) computing the finite type spacesMΓ.

Example 1.1. The prototypical example which we will discuss at length later in the class is that of
smooth projective curves.1 Here there is one discrete invariant, the genus g, and the moduli space is
a union

M =
⊔

g∈Z≥0

Mg

of smooth 3g− 3-dimensional components. This example was originally studied by Riemann in his
1857 paper Theorie der Abel’schen Functionen where he introduced the word moduli to refer to
the 3g− 3 parameters that (locally) describe the spaceMg.

1.0.1 Facets of moduli theory

This class will focus on the following three facets of moduli theory.

1For us a curve is a finite type k-scheme with pure dimension 1 for k a field.
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Existence and construction

Hilbert schemes, algebraic stacks, GIT, Artin algebraization, coarse and good moduli
spaces

Compactifications

Semi-stable reduction, Deligne-Mumford-Knudsen-Hassett compactifications, wall-
crossing, KSBA stable pairs

Applications

Enumerative geometry and curve counting, computing invariants, constructing rep-
resentations, combinatorics, arithmetic statistics

Of course we won’t have time to cover everything written above (and there are count-
less more topics that fit under each heading) but I hope to give a feeling of the techniques
and tools employed in moduli theory as well as the far reaching applications.

1.0.2 A note on conventions

For most of the class we will be working with finite type (or essentially of finite type)
schemes over a field. I will make an effort to make clear when results require assumptions
on the field (algebraically closed, characteristic zero) or when we work over a more general
base. Not much will be lost if the reader wishes to assume everything is over the complex
numbers throughout.

1.1 Motivating examples

Before diving in, I want to give some motivating examples of works that crucially relied
on the tools and techniques of moduli theory. Many of the moduli theoretic ideas that come
up in these examples will be discussed through the course.

1.1.1 Counting rational curves on K3 surfaces

Recall that a K3 surface is a smooth projective surface X with trivial canonical sheaf

ωX := Λ2ΩX
∼= OX

and H1(X,OX) = 0. A polarized K3 surface is a pair (X, H) where X is a K3 surface and H is
an ample line bundle.

It turns out that for each g, there is a moduli space

M2g−2

parametrizing polarized K3 surfaces with c1(H)2 = 2g − 2.2 The linear series |H|3 is g-
dimensional and the curves in |H| have genus g. In particular one expects finitely many

2Recall that c1(H)2 may be defined as the degree of OX(C)|C where C is the vanishing of a section of H.
3Recall the linear series of H is the space of divisors linearly equivalent to H, or equivalently, the projec-

tivization P(H0(X, H)).
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rational curves in |H|4.
Let n(g) denote the number of rational curves in |H| for a generic polarized complex

K3 surface (X, H) ∈ M2g−2. Note that the existence of a moduli space M2g−2 allows us
to define generic as “corresponding to a point that lies in some Zariski open and dense
subset of M2g−2.” Then we have the following formula, conjectured by Yau and Zaslow,
and proved by Beauville.

Theorem 1.2 (Beauville-Yau-Zaslow).

1 + ∑
g≥1

n(g)qg = ∏
n≥1

1
(1− qn)24

In particular, the numbers n(g) are constant for general (X, H).

The proof here uses, among other things, a careful study of the compactified Jacobians
of the (necessarily singular!) rational curves in |H| and Hilbert schemes of points on X, two
topics we will visit later in the class.

1.1.2 The n!-conjecture

A partition of n, denoted λ ` n, is a sequence of integers λ1 ≥ λ2 ≥ . . . ≥ λm ≥ 0 with

∑ λi = n.

We can represent λ by a Young diagram of left aligned rows of boxes where the ith row has
λi boxes. Each box inherits a coordinate (a, b) ∈ N2 recording its position. In particular,
the diagram has n boxes. For example, the partition 2 + 1 = 3 corresponds to the following
diagram.

(0, 1)

(0, 1)(0, 1)

We can list the n boxes (a1, b1), . . . , (an, bn) of the diagram and then consider the matrix xa1
1 yb1

1 xa1
2 yb1

2 . . . xa1
n yb1

n
... . . . ...

xan
1 ybn

1 xan
2 ybn

2 . . . xan
n yan

n


where the xi and yi are 2n indeterminates. Finally, let ∆λ be the determinant of the above
matrix. Note that ∆λ is a homogeneous polynomial in both the xi variables and the yi vari-
ables. Furthermore, Sn acts by permuting the xi and the yi, and under this action, Sn acts on
∆λ by the sign representation. In particular, ∆λ is well defined up to a sign.

Finally consider the vector space

Dλ := k[∂x, ∂y]∆λ

spanned by all partial derivatives of ∆λ. This space carries a natural action of Sn. The n! con-
jecture, proposed by Haiman and Garsia and later proved by Haiman, states the following.

4Recall C is a rational curve if its normalization has genus 0.
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Theorem 1.3 (Haiman). Dλ as an Sn representation is isomorphic to the regular representation. In
particular, dimk Dλ = n!.

In our example partition above, we have the matrix 1 1 1
x1 x2 x3
y1 y2 y3


with determinant

∆λ = x2y3 − x3y2 + x3y1 − x1y3 + x1y2 − x2y1.

The partial derivatives of ∆λ are itself, constants, and the following linear forms.

x3 − x2, y2 − y3
x1 − x3, y3 − y1
x2 − x1, y1 − y2

The two columns above each span a copy of the standard two dimensional representation,
∆λ spans the sign, and the constants span the trivial representation.

The theorem is proved by a careful study of the geometry of the Hilbert scheme of
points on A2 which we will study in depth later in the class. In fact, if we denote by Hn the
Hilbert scheme of n points in A2, then the n! Theorem is equivalent to a particular moduli
space Xn → Hn lying over Hn being Gorenstein!5

Remark 1.4. The motivation for the n! conjecture came from symmetric function theory, and in par-
ticular, Macdonald positivity which is a corollary. In fact Macdonald positivity also has an interesting
interpretation in terms of Hilbert schemes of points, and more precisely, the McKay correspondence
for Sn acting on A2n. We will revisit this later.

1.1.3 Alterations

Let X be a reduced locally Noetherian scheme over a field k. In many arguments it is
useful to be able to replace X with a regular scheme that is “very close” to X. More precisely,
a resolution of singularities of X is a morphism f : X′ → X such that

• X′ is regular,

• f is proper 6, and

• f is birational7.

Hironaka famously showed that when k has characteristic 0, resolutions of singularities
always exist. The characteristic p case remains open. However, we have a positive result if
we weaken the notion of being “very close” to X.

We say that f : X′ → X is an alteration if it is proper, surjective, and generically fi-
nite. Then de Jong proved the following theorem which serves as a suitable replacement of
Hironaka’s theorem for many applications.

5This Xn is called the isospectral Hilbert scheme.
6This rules out the trivial operation of taking X′ to be the regular locus of X
7This is one possible meaning of X′ being very close to X.
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Theorem 1.5 (de Jong). Let X be a variety over a field k. Then there exists an alteration f : X′ → X
with X′ regular.

The proof of de Jong’s theorem crucially uses the existence and properness of the Deligne-
Mumford compactification ofMg,n by pointed stable curves. The following diagram gives
a very basic sketch of the ideas involved.

X′′′
(5)
// X′′ //

(4)
��

X′ //

(2)
��

X

(0)
��

Y′′
(3)
// Y′

(1)
// Y

Here, after possibly replacing X by some blowup, we find a projection (0) of relative
dimension 1 with regular generic fiber. Then after taking an alteration (1) of Y, we can con-
struct an alteration X′ → X so that (2) has as fibers curves with at worst nodal singularities.
Producing this map (2) with such properties is precisely where the existence of the Deligne-
Mumford compactification is used! Then by induction on dimension, we have an alteration
(3) with Y′′ regular. Now the pullback (4) is a morphism with at worst nodal fibers over a
regular base. In this situation X′′ has nice singularities that can be explicitly resolved by (5)
to obtain a regular X′′′ with the composition X′′′ → X an alteration.

2 Moduli functors and Grassmannians

2.1 Moduli functors and representability

We arrive at the precise definitions that form the backbone of moduli theory.

Let C be any category. Given an object X of C, we can consider the (contravariant)
functor of points associated to X:

hX : Cop → Set (1)
T 7→ HomC(T, X) (2)

Note that h_ defines a covariant functor C → Fun(Cop, Set): if a : X → Y is a morphism, then
ha : HomC(−, X)→ HomC(−, Y) is given by composition with a.

We have the following basic but crucial lemma.

Lemma 2.1 (Yoneda). (a) For any object X of C and any functor F : C → Set, there is a natural
isomorphism

Nat(hX, F) ∼= F(X).

(b) The functor
h_ : C → Fun(Cop, Set)

is fully faithful.

In light of this, we will often view C as a full subcategory of Fun(Cop, Set) and identify
objects X of C with their functor of points hX. We often call a functor F a presheaf on C and
refer to Fun(Cop, Set) as the category of presheaves.
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Definition 2.2. We say that a functor F : Cop → Set is representable if there exists an object X and
a natural isomorphism

ξ : F → hX.

In this case we say F is representable by X.

In this course, the case of interest is when C = SchS is the category of schemes over a
base S. In this case, we call F a moduli problem or moduli functor. In most cases F will be of
the form

F(T) = {families of objects over T}/ ∼

where∼ is isomorphism, and F is made into a functor by pulling back families along T′ → T.

Definition 2.3. If F is representable by a scheme M, we say that M is a fine moduli space for the
moduli problem F.

Given a fine moduli space M for F, which is unique if it exists, then we have an element
ξ−1(idM) ∈ F(M) corresponding to the identity HomC(M, M). In the above picture, this
corresponds to a family U → M over M for the moduli problem F. By (a slightly stronger
version of) Yoneda’s lemma, this family has the following strong universal property: for
any base scheme T and any family UT → T in F(T), there exists a morphism T → M and a
pullback square

UT //

��

U

��
T // M.

When T = Spec k, we get a bijection between the set of isomorphism classes of objects over
k and the k points M(k) of our moduli space. More generally, we have a bijection between
families of objects over T and morphisms T → M given by pulling back the universal family
U → M. In some sense, all the geometry of all families of objects at hand are captured by
the geometry of the universal family U → M over the moduli space M.

Often fine moduli spaces don’t exist, but we have the following slightly weaker notion.

Definition 2.4. A scheme M and a natural transformation ξ : F → hM is a coarse moduli space if

(a) ξ(k) : F(Spec k)→ hM(Spec k) is a bijection for all algebraically closed fields k, and

(b) for any scheme M′ and any natural transformation ξ ′ : F → hM′ , there exists a unique morphism
α : M→ M′ such that ξ ′ factors as hα ◦ ξ.

We can think of a coarse moduli space as the initial scheme whose closed points cor-
respond to objects of our moduli problem. However, coarse moduli spaces need not have
universal families. It is clear from the definition that a fine moduli space for F is a coarse
moduli space.

Example 2.5. The global sections functor SchS → Set given by X 7→ OX(X) is representable by
A1

S. The universal global section is x ∈ OS[x] where A1
S = SpecS OS[x].

Example 2.6. The scheme Pn
S represents the following functor on the category SchS.

X 7→ {(L, s0, . . . , sn) : satisfying condition (*)}/ ∼ .
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Here L is a line bundle, si ∈ H0(X, L) are global sections of L, and condition (∗) is that for each
x ∈ X, there exists an i such that si(x) 6= 0. Two such data (L, s0, . . . , sn) and (L′, s′0, . . . , s′n) are
equivalent if there exists an isomorphism of line bundles

α : L→ L′

with α(si) = s′i. Here the universal line bundle with sections on Pn is given by (OPn(1), x0, . . . , xn).
Another way to write condition (∗) is that the map of sheaves

On+1
X → L

induced by the si is surjective.

2.1.1 Criteria for representability

Recall that a presheaf F on SchS is a (Zariski) sheaf if for any X and any Zariski open
cover {Ui → X} the following diagram is an equalizer.

F(X)→∏
i

F(Ui)⇒ F(Ui ∩Uj)

Proposition 2.7. Representable functors are sheaves for the Zariski topology.

Proof. We need to check that for any scheme X, hX = HomS(−, X) is a sheaf. This follows
from the fact that we can glue morphisms.

This gives us our first criterion for ruling out representability of a functor. In particu-
lar, given a candidate moduli functor, we had better sheafify it to have any hope of repre-
sentable.

The following is a useful property of the category of presheaves.

Lemma 2.8. The category Fun(Cop, Set) is closed under limits and colimits. Furthermore, the
Yoneda functor h_ preserves limits.8

Definition 2.9. (a) We say that a subfunctor F of a functor G is open (respectively closed) if and
only if for any scheme T and any morphism T → G, the pullback T ×G F is representable by an
open (respectively closed) subscheme of T.

(b) We say that a collection of open subfunctors Fi of F is an open cover of F if for any scheme T and
any morphism T → F, the pullbacks {Ui := T ×F Fi → T} form an open cover of T.

We can rephrase the above definitions using the moduli functor language as follows.
An open (resp. closed) subfunctor F ⊂ G is one such that for any family ξ ∈ G(T), there is
an open set U ⊂ T (resp. closed subset Z ⊂ T) such that a morphism f : T′ → T factors
through U (resp. Z) if and only if f ∗ξ ∈ F(T′). Similarly, a collection of open subfunctors
{Fi ⊂ F} form an open cover if for any ξ ∈ F(T), there exists an open cover {Ui → T} such
that ξ|Ui ∈ Fi(Ui).

Proposition 2.10. Let F ∈ Fun(Schop
S , Set) be a functor such that

8Note it does not in general preserve colimits.
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(a) F is a Zariski sheaf, and

(b) F has an open cover {Fi} by representable open subfunctors.

Then F is representable by a scheme.

Proof. Let Xi be the scheme representing Fi with universal object ξi ∈ Fi(Xi). We can con-
sider the pullback

Uij //

��

Xi

��
Fj // F

where Uij ⊂ Xi is an open immersion since Fj is an open subfunctor. Furthermore, we have
an equality

ξi|Uij = ξ j|Uij

by commutativity of the pullback diagram. This induces an isomorphism ϕij : Uij → Uji
such that

ϕ∗ijξ j = ξi|Uij .

Now we want to construct a scheme X along with an object ξ ∈ F(X) by gluing the
schemes Xi along the open subsets Uij using the isomorphisms ϕij. We need to check that
the isomorphisms ϕij : Uij

∼= Uji satisfy the cocycle condition. To make sense of this, we first
want to know that ϕij identifies

Uij ∩Uik
∼= Uji ∩Ujk.

This follows since the left side (resp. the right side) is characterized by the fact that ξi|Uij∩Uik ∈
Fk(Uij ∩Uik) (resp. ξ j|Uji∩Ujk ∈ Fk(Uji ∩Ujk)) and ϕ∗ijξ j = ξi.

Now it makes sense to require that

ϕjk|Uji∩Ujk ◦ ϕij|Uij∩Uik = ϕik|Uik∩Uij

as maps Uij ∩Uik → Uki ∩Ukj. This follows since both maps pullback ξk to ξi.
Now we can glue the Xi along the open subsets Uij using the isomorphisms ϕij to obtain

a scheme X. Moreover, the universal objects ξi over Xi are identified on the overlaps Uij and
so since F is a Zariski sheaf, the ξi glue to form a ξ ∈ F(X) induced by a morphism X → F.

Now we need to show that (X, ξ) represents F. Let T be a scheme with a morphism
T → F induced by an object ζ ∈ F(T). Since Fi form an open cover, there exists an open
cover Ui of T such that ζ|Ui =: ζi defines a morphism Ui → Xi. Moreover,

ζi|Ui∩Uj = ζ j|Ui∩Uj

so the morphisms Ui → Xi glue to give a morphism f : T → X with f ∗ξ = ζ.

8



2.2 Grassmannians

Definition 2.11. For any k, n, let Gr(k, n) denote the functor Sch→ Set given by

S 7→ {α : O⊕n
S � V}/ ∼

where α is a surjection, V is a rank k locally free sheaf, and ∼ is given by isomorphism E ∼= E ′
commuting with the surjections α and α′.

We will use the above representability criteria to construct a scheme representing Gr(k, n).
Note that when k = 1, we recover the functor represented by Pn−1 as above.

Remark 2.12. Let E = ker(α : O⊕n
S → V). Since V is locally free and the sequence

0→ E → O⊕n
S → 0

is exact, then for each x ∈ S, we have

0→ E|x → k(x)n → Vx → 0

is exact. Thus E|x is an n− k-dimensional subspace of k(x)n for each x ∈ S. In particular E is a
rank n− k locally free sheaf on S and we can think of the inclusion of E → OS ⊗ V as a family of
rank n− k subspaces of an n-dimensional vector space parametrized by the scheme S. More precisely,
this identifies the Grassmannian functor with the functor

S 7→ {rank n− k sub-bundles of On
S}.

Let us give some a sketch of the construction over a field that we will make more precise
later. When S is the spectrum of an algebraically closed field, V is just the trivial bundle and
so a map α : O⊕n

S → O⊕k
S is given by a k× n matrix. The condition that α is surjective is that

the k× k minors don’t all vanish. Finally, isomorphism is given by the action of GLk on the
left.

Thus, set theoretically, the set of closed points of the Grassmannian is the quotient set
U/GLk where U ⊂ Ank is the open subset of the space of k× n matrices of full rank.

To give it the structure of a variety over a field, we note that for each subset i ⊂
{1, . . . , n} of size k, we can consider the set of full rank k × n matrices where the ith mi-
nor doesn’t vanish. Then using the GLk action, put such a matrix into a form where the ith

minor is the identity matrix. E.g. if i = {1, . . . , k} then we act by GLk so our matrix looks
like 

1 a1,k+1 a1,k+2 . . . a1,n

1
... . . . ...

. . . ... . . . ...
1 ak,k+1 ak,k+2 . . . ak,n


This identifies GLk orbits of such matrices with an affine space Ak(n−k) and we can glue

these affine spaces together by changing basis. This gives Gr(k, n) the structure of an affine
variety.

We will upgrade the above construction to obtain a proof over a general base scheme
using the above representability criterion.

9



Theorem 2.13. Gr(k, n) is representable by a finite type scheme over Spec Z.

We will prove this next time using the representability criterion above. For each sub-
set i ⊂ {1, . . . , n} of size k, we will define a subfunctor Fi of the Grassmannian functor as
follows. First, let

si : Ok
S → On

S

denote the the inclusion where the jth direct summand is mapped by the identity to the ith
j

direct summand. Now let Fi be defined as the subfunctor

Fi(S) = {α : On
S → V | α ◦ si is surjective } ⊂ Gr(k, n)(S).

3 Grassmannians (cont.) and flat morphisms

3.1 Constructing Grassmannians

Recall we aim to prove the following:

Theorem 3.1. Gr(k, n) is representable by a finite type scheme over Spec Z.

Proof. We will use the representability criterion from Lecture 2. It is clear Gr(k, n) is a sheaf
by gluing locally free sheaves.

For each subset i ⊂ {1, . . . , n} of size k, we will define a subfunctor Fi of the Grassman-
nian functor. First, let

si : Ok
S → On

S

denote the the inclusion where the jth direct summand is mapped by the identity to the ith
j

direct summand. Now let Fi be defined as the subfunctor

Fi(S) = {α : On
S → V | α ◦ si is surjective } ⊂ Gr(k, n)(S).

Note this is a functor since for any f : T → S, f ∗ is right-exact.
We need to show that each Fi is representable and that the collection {Fi} is an open

cover of the functor Gr(k, n).
For any scheme S and any map S → Gr(k, n) corresponding to the object (α : On

S →
V) ∈ F(S), we have a natural morphism of finite type quasi-coherent sheaves α ◦ si : On

S →
V . Now let K be the cokernel of α ◦ si. Then α ◦ si is surjective at a point x ∈ S if and only
if Kx = 0 if and only if x /∈ Supp(Kx). Since Supp(Kx) is closed, the set Ui where α ◦ si is
surjective is open.

We need to show that for any other scheme T and a morphism f : T → S, f factors
through Ui if and only if

f ∗(α : On
S → V) = ( f ∗α : On

T → f ∗V) ∈ Fi(T)

. Suppose t ∈ T maps to x ∈ S. By Nakayama’s lemma, x ∈ Ui if and only if

(α ◦ si)|x : k(x)k → Vx/mxVx

is surjective. Now the stalk ( f ∗V)t is given by the pullback Vx ⊗OS,x OT,t along the local ring
homomorphism f ∗ : OS,x → OT,t. Thus the map on fibers

( f ∗α ◦ f ∗si)|t : k(t)k → ( f ∗Vt)/mtVt

10



is the pullback of (α ◦ si)|x by the residue field extension k(x) ⊂ k(t). In particular, one is
surjective if and only if the other is so f : T → S factors through Ui if and only if ( f ∗α ◦ f ∗si)|t
is surjective for all t ∈ T if and only if f ∗(α : Ok

S → V) ∈ Fi(T). This proves that the Fi are
open subfunctors.

Next, we need to know that the collection {Fi} covers F. This amounts to showing that
for any S→ Gr(k, n) as above and any s ∈ S, there exists an i such that s ∈ Ui. As above, by
Nakayama’s lemma we may check surjectivity on fibers, thus we need to show that for each
s ∈ S, there exists an i such that the composition

k(s)k si // k(s)n α // Vs/msVs

but this is clear from linear algebra.
Finally, we need to show that the Fi are representable. Given (α : On

S → V) ∈ Fi(S), the
composition α ◦ si : Ok

S → V is a surjection between finite locally free modules of the same
rank. Then we apply the following lemma from commutative algebra.

Lemma 3.2. Let R be a ring and M be a finite R-module. Let ϕ : M→ M be a surjective R-module
map. Then ϕ is an isomorphism.

By applying the lemma to an open cover of S where V is trivial, we get that α ◦ si is
actually an isomorphism. In particular, we obtain a splitting of α so that α is determined
by its restriction to the complimentary n− k components of On

S . The restriction of α to each
component is a map OS → Ok

S which is the same as a k-tuple of sections. Thus, the functor

Fi is isomorphic to the functor of a (n− k) many k-tuples of sections, i.e. to A
k(n−k)
Z .

3.1.1 Some properties of the Grassmannian

Next we want to use the functorial point of view to show that Gr(k, n) is in fact a pro-
jective variety. First we review the valuative criterion of properness.

Theorem 3.3. Suppose f : X → Y is a locally of finite type morphism of schemes with Y locally
Noetherian. Then the following are equivalent:

(a) f is separated (resp. universally closed, resp. proper),

(b) for any solid commutative diagram

Spec K //

��

X

f
��

Spec R //

<<

Y

where R is a DVR with fraction field K, any dashed arrow is unique (resp. there exists a dashed
arrow, resp. there exists a unique dashed arrow).

The nice thing about this is that condition (b) can be phrased completely in terms of the
functor of points: for any DVR Spec R→ Y over Y with fraction field K, the map of sets

HomY(Spec R, X)→ HomY(Spec K, X)

11



is injective (resp. surjective, resp. bijective). This is useful to prove properness of moduli
spaces directly from the moduli functor. It amounts to saying that any family over Spec K
can be uniquely “filled in” over the the closed of point of Spec R to a family over Spec R

Proposition 3.4. Gr(k, n) is proper over Spec Z.

Proof. By construction, Gr(k, n) has a finite cover by finite dimensional affine spaces over
Spec Z so it is of finite type of over Spec Z. By the valuative criterion we need to check that
we can uniquely fill in the dashed arrow in the following diagram.

Spec K //

��

Gr(k, n)

��
Spec R //

99

Spec Z

The top morphism is a surjection of K-vector spaces

Kn → V

where V has rank k. We have a natural inclusion of R-modules Rn → Kn. We need to find
a locally free rank k module M over R with a surjection Rn → M such that the following
diagram commutes.

Kn // V

Rn?
�

OO

// M
?�

OO

Then we can just take M to be the image of Rn ⊂ Kn → V. Since V is a vector space
over K, it is torsion free as an R-module so the finitely generated M is free. By construction
M⊗R K = V so M has rank k and M is clearly unique.

Next we will show that Gr(k, n) is in fact projective over Spec Z!. To do this we will use
the following criterion:

Proposition 3.5. Suppose f : X → Y is a proper monomorphism of schemes. Then f is a closed
embedding.

Proposition 3.6. Gr(k, n) is smooth and projective over Spec Z.

Proof. We will show that Gr(k, n) is a subfunctor of projective space. Then combining the
previous two propositions, it follows that Gr(k, n) is a closed subscheme of projective space.
For smoothness, we saw in the construction that Gr(k, n) is covered by open subsets isomor-
phic to Ak(n−k), so it is smooth.

We define a natural transformation of functors Gr(k, n) → PN
Z where N = (n

k)− 1. For
any scheme S and any S-point (α : On

S � V) ∈ Gr(k, n)(S), we consider the induced map
on the kth alternating power.

Λkα : ΛkOn
S = O(n

k)
S → ΛkV

Since α is surjective, so is Λkα. Moreover, ΛkV is a line bundle since the rank V is k. Finally,

Λk commutes with pullbacks. Thus (Λkα : O(n
k)

S → ΛkV) ∈ PN
Z(S) is an S point of PN

Z.
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We need to show that the natural transformation Gr(k, n) → PN
Z is a subfunctor. We

will do this by restricting to the open subfunctors Fi ⊂ Gr(k, n) described in the proof that
Gr(k, n) is representable. Let Gi be the corresponding open subfunctors of PN (i.e. the
subfunctor where the ith section is nonvanishing, or equivalently where the composition
OS → ON+1

S → L with the ith copy is surjective).
It is clear that the natural transformation above maps Fi to Gi. Thus it suffices to show

that Fi is a subfunctor of Gi. Now Fi is the functor corresponding to k× n matrices of global
sections of OS where the columns indexed by the subset i form the identity matrix, and the
natural transforation Fi → Gi is given by taking k × k minors of this matrix. Now it is an
exercise in linear algebra to see that the minors of such a matrix uniquely determine the
matrix. Thus Fi → Gi is a subfunctor so Gr(k, n)→ PN is a monomorphism.

Over the Grassmannian we have the universal quotient

On
Gr(k,n) → Q.

The above proof shows in fact that ΛkQ =: detQ is a very ample line bundle on Gr(k, n)
which induces the closed embedding into projective space.

3.1.2 Relative Grassmannians

For any scheme S, we can basechange from Spec Z to S to get the scheme representing
the Grassmannian functor SchS → Set. More generally, if E is any rank n vector bundle on
a scheme S, we can define for any k < n, the Grassmannian of E as the functor SchS → Set
given by

GrS(k, E)( f : T → S) = {α : f ∗E � V | V is a rank k locally free sheaf}

Theorem 3.7. GrS(k, E) is representable by a smooth projective scheme over S.

Proof. We leave the details to the reader, but the idea is to cover S by open subsets where E is
locally free. Over these subsets the Grassmannian functor is representable by the argument
above. Then we may glue these schemes together. The properties of being proper and being
a monomorphism are both local on the base and compatible with base change. Putting
this all together we get a scheme representing GrS(k, E) as well as a closed embedding into
PS(ΛkE).
Remark 3.8. (A note on projectivity) Let f : X → S be a morphism of schemes. There are several
notions of projectivity for f .

(a) there is a closed embedding of X into ProjSSym∗OS
F for some coherent sheaf F on S;

(b) there is a closed embedding of X into PS(E) for some finite rank locally free sheaf E on S;

(c) there is a closed embedding of X into Pn
S.

For each notion of projectivity we can define quasi-projective morphisms as those which factor through
an open embedding into a projective one. The above theorem shows that relative Grassmannians
GrS(k, E) are projective over S in the sense of (b). We have implications (c) =⇒ (b) =⇒ (a) but
these notions are not equivalent in general. If S is Noetherian and satisfies the resolution property9

then (a) =⇒ (b) and if furthermore S admits an ample line bundle, then (b) =⇒ (c). For
simplicity we will usually use projective to mean (c).

9That is, if every coherent sheaf admits a surjection from a finite rank locally free sheaf.
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3.2 Recollections on flaness

We want to move on to moduli spaces of general varieties. To do this we need a good
notion of continuously varying family of varieties (or schemes, or sheaves) parametrized by
a base scheme S. It turns out the right notion is that of flatness.

Definition 3.9. Let f : X → S be a morphism of schemes and F a quasi-coherent sheaf on X. We
say that F is flat over S at x ∈ X if the stalk Fx is a flat OS, f (x)-module. We say that F is flat over
S if it is flat at every point x ∈ X. We say that the morphism f is flat if OX is flat over S.

We recall some basic facts about flatness.

Proposition 3.10. 1. The property of being flat is stable under base change and compositions;

2. localizations of flat modules are flat so in particular open embeddings are flat;

3. if R is a PID, then an R-module M is flat if and only if it is torsion free;

4. if t ∈ OS, f (x) is a non-zero divisor, then f ∗t ∈ OX,x is a non-zero divisor;

5. if S is Noetherian and f is finite then F is flat if and only if f∗F is locally free of finite rank.

Recall that an associated point of a scheme X is a point x ∈ X so that the corresponding
prime ideal mx is generated by zero divisors. If X is reduced, then these are just the generic
points of irreducible components of X.

Proposition 3.11. Let f : X → C be a morphism of schemes with C an integral regular scheme of
dimension 1. Then f is flat if and only if it maps all associated points of X to the generic point of C.

4 Flat morphisms and Hilbert polynomials

4.1 More on flat morphisms

Last time we left off with the following statement.

Proposition 4.1. Let f : X → Y be a morphism of schemes with Y an integral regular scheme of
dimension 1. Then f is flat if and only if it maps all associated points of X to the generic point of Y.

Proof. Suppose f is flat and take x ∈ Y with f (x) = y a closed point. Then OY,y is a DVR
with uniformizing parameter ty ∈ my. Since ty is a non-zero divisor, f ∗ty ∈ mx is a non-zero
divisor so x is not associated.

Conversely, if f is not flat, there is some x ∈ X with y = f (x) a closed point and OX,x is
not a flat OY,y module. Since OY,y is a DVR, this means OX,x is not torsion free so f ∗ty is a
zero divisor which must be contained in some associated prime mapping to y.

Corollary 4.2. Let X → Y as above. Then f is flat if and only if for each y ∈ Y, the scheme theoretic
closure of X \ Xy inside X is equal to X.
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The slogan to take away from the above corollary is that flat morphisms over a smooth
curve are continuous in the following sense:

lim
y→y0

Xy = Xy0

for each point y0 ∈ C.

Corollary 4.3. Let Y be as above and y ∈ Y. Suppose X ⊂ Pn
Y\y is flat. Then there exists a unique

subscheme X ⊂ Pn
Y such that X → Y is flat.

In particular, the functor of flat subschemes of a projective scheme satisfies the valuative
criterion of properness!

Example 4.4. Consider the subscheme X ⊂ P3
A1

a\0
defined by the ideal

I = (a2(xw + w2)− z2, ax(x + w)− yzw, xz− ayw).

For each a 6= 0, this is the ideal of the twisted cubic which is the image of the morphism

P1 → P3

[s, t] 7→ [t2s− s3, t3 − ts2, ats2, s3].

By the above Corollary, we can compute the flat limit

lim
a→0

Xa = X0

by computing the closure X of X in P3
A1 . We can do this by taking a → 0 in the ideal I but we have

to be careful! Note that the polynomial

y2w− x2(x + w)

is contained in the ideal I. In fact

I/aI = (z2, yz, xz, y2w− x2(x + w))

which gives the flat limit of this family of twisted cubics. Note that set theoretically this is a nodal
cubic curve in the z = 0 plane but at [0, 0, 0, 1] it has an embedded point that “sticks out” of the
plane.

The following is an interesting characterization of flatness over a reduced base.

Theorem 4.5 (somewhere in ega). (Valuative criterion for flatness) Let f : X → S be a locally
of finite presentation morphism over a reduced Noetherian scheme S. Then f is flat at x ∈ X if and
only if for each DVR R and morphism Spec R → S sending the closed point of Spec R to f (s), the
pullback of f to Spec R is flat at all points lying over x.

We will see a proof of this in the projective case soon.

Proposition 4.6. Let f : X → Y be a flat morphism of finite type and suppose Y is locally Noetherian
and locally finite-dimensional. Then for each x ∈ X an y = f (x),

dimx(Xy) = dimx(X)− dimy(Y).
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Proof. It suffices to check after base change to Spec OY,y so suppose Y is the spectrum of
a finite dimensional local ring. We will induct on the dimension of Y. If dim(Y) = 0,
then Xy = Xred so there is nothing to check. If dim(Y) > 0, then there is some non-zero
divisor t ∈ my ⊂ OY,y so that f ∗t ∈ mx is a non-zero divisor. Then the induced map X′ =
Spec OX,x/ f ∗t→ Y′ = Spec OY,y/t is flat, dim(X′) = dimx(X)− 1, dim(Y′) = dim(Y)− 1,
and the result follows by induction.

Corollary 4.7. If X and Y are integral k-schemes, then n = dim(Xy) is constant for y ∈ im( f )
and dim(X) = n + dim(Y).

4.2 Hilbert polynomials

Let X ⊂ Pn
k be a projective variety over a field k. Recall that the Hilbert polynomial of a

coherent sheaf F on X may be defined as

PF (d) := χ(X,F (d)) :=
n

∑
i=0

(−1)ihi(X,F (d))10

where F (d) = F ⊗OX(1)⊗d. By the Serre vanishing theorem,

χ(X,F (d)) = dim H0(X,F (d))

for n� 0. When F = OX, then we call PX(d) := POX(d) the Hilbert polynomial of X.
We have the following important theorem.

Theorem 4.8. Let f : X → Y be a projective morphism over a locally Noetherian scheme Y. If F is
a coherent sheaf on X which is flat over Y, then the Hilbert polynomial PF|Xy

(d) is locally constant
for y ∈ Y. If Y is reduced, then the converse holds.

Proof. By pulling back along the inclusion Spec OY,y → Y, we may assume that Y = Spec A
is the spectrum of a Noetherian local ring. Moreover, by considering the pushforward i∗F
under the map i : X ↪→ Pn

Y, we may assume that X = Pn
Y. We have the following lemma:

Lemma 4.9. F is flat over Y if and only if H0(X,F (d)) is a finite free A-module for d� 0.

Proof. =⇒ : Let U = {Ui} be an affine open covering of X and consider the Čech complex

0→ H0(X,F (d))→ C0(U ,F (d))→ C1(U ,F (d))→ . . .→ Cn(U ,F (d))→ 0.

By Serre vanishing, this sequence is exact for d� 0. SinceF is flat, each term Ci(U ,F (d))
is a flat finitely generated A-module. We repeatedly apply the following fact: if 0 → A →
B → C → 0 is exact and B and C are flat, then A is flat. It follows that H0(X,F (d)) is a
finitely generated flat module over the local ring A, and in particular, is free.

⇐= : Suppose that d0 is such that H0(X,F (d)) is finite and free for d ≥ d0 and consider
the S = A[x0, . . . , xn] module

M =
⊕
d≥d0

H0(X,F (d)).

10It is not a priori clear that this is a polynomial n. To prove this, one can induct on the dimension of X and
use the additivity of Euler characteristics under short exact sequences.
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Now M is A-flat since it’s a direct sum of flat modules. Furthermore, M defines a quasico-
herent sheaf M̃ on X which is just F itself. Explicitly, M̃ is obtained by gluing together the
degree 0 parts of the localizations of M by each xi. Since flatness is preserved by localization
and direct summands of flat modules are flat, we conclude that M̃ = F is flat.

Now the first part of the theorem would follow if we know that the rank of the A-
module H0(X,F (d)) equals PF|Xy

(d). This is implied by the following equality base change
statement.

H0(X,F (d))⊗A k(y) = H0(Xy,F (d)|Xy) (3)

Remark 4.10. One can rewrite equality 3 as saying the natural map

u∗ f∗(F (d))→ f ′∗u
′∗(F (d))

where
X′ u′ //

f ′
��

X

f
��

Y′ u
// Y

(4)

is the Cartesian diagram with i : Y′ = Spec k(y) → Y the inclusion. More generally, given any
Cartesian diagram as above and any quasicoherent sheaf F on X, there are natural maps

u∗Ri f∗(F )→ Ri f ′∗(u
′∗F ).

One can ask more generally if this map is an isomorphism, and if it is we say that base change holds
(for this diagram, this sheaf, and this i), or that the ith cohomology of F commutes with base change
by u. We highlight this here since this situation will come up again.

Suppose first that y ∈ Y is a closed point. Then consider a resolution of k(y) of the form

Am → A→ k(y)→ 0. (5)

Pulling back and tensoring with F we get a resolution

Fm → F → F|Xy → 0.

For d� 0 and by Serre vanishing, the sequence

H0(X,F (d)⊕m)→ H0(X,F (d))→ H0(Xy,F (d)|Xy)→ 0

is exact. On the other hand, we can tensor sequence 5 by the A-module H0(X,F (d)) to get
an exact sequence

H0(X,F (d))⊕m → H0(X,F (d))→ H0(X,F (d))⊗A k(y)→ 0.

Comparing the two yields the required base change isomorphism. Now if y is not a closed
point of Y, we can consider the Cartesian diagram as in 4 where Y′ = Spec OY,y. Then u is
flat and y is a closed point of Y′ and we can reduce to this case by applying the following.
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Lemma 4.11. (Flat base change) Consider the diagram

X′ u′ //

f ′
��

X

f
��

Y′ u
// Y

(6)

where f is qcqs 11 and u is flat and let F be a quasi-coherent sheaf on X. Then the base change
morphism

u∗Ri f∗(F )→ Ri f ′∗(u
′∗F ).

is an isomorphism for all i ≥ 0.

Now when Y is a reduced local ring, a module M is free if and only if dim My is inde-
pendent of y for each y ∈ Y so using the now proven base change isomorphism

H0(X,F (d))⊗A k(y) = H0(Xy,F (d)|Xy)

we obtain that H0(X,F (d)) is a finite free A-module if and only if PF|Xy
(d) is independent

of y ∈ Y.

Remark 4.12. As a corollary, we obtain the valuative criterion for flatness in the case of a projective
morphism since the constancy of the Hilbert polynomial can be checked after pulling back to a regular
curve.

Remark 4.13. The Hilbert polynomial encodes a lot of geometric information about a projective
variety X such as the dimension, degree of projective dimension, and arithmetic genus. In particular,
these invariants are constant in projective flat families.

5 Base change, the Hilbert functor

5.1 Remarks on base change

Last time we proved the constancy of Hilbert polynomials in projective flat families:

Theorem 5.1. Let f : X → Y be a projective morphism over a locally Noetherian scheme Y. If F is
a coherent sheaf on X which is flat over Y, then the Hilbert polynomial PF|Xy

(d) is locally constant
for y ∈ Y. If Y is reduced, then the converse holds.

In the process we proved the lemma that when Y = Spec A is the spectrum of a Noethe-
rian local ring, then F is flat if and only if H0(X,F (d)) is a finite free A-module for d � 0.
Note that this statement immediately globalizes:

Corollary 5.2. Let f : X → Y and F be as above with Y Noetherian. Then F is flat over Y if and
only if f∗F (d) is a finite rank locally free sheaf for all d� 0.

11quasi-compact quasi-separated
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Then we had to use two base change results. Namely we needed to show the following
isomorphism (still in the local case Y = Spec A):

H0(X,F (d))⊗A k(y) ∼= H0(Xy,F (d)y) (7)

for all y ∈ Y and d� 0. In proving (7) we needed the following flat base change.

Lemma 5.3. (Flat base change) Consider the diagram

X′ u′ //

f ′
��

X

f
��

Y′ u
// Y

(8)

where f is qcqs 12 and u is flat and let F be a quasi-coherent sheaf on X. Then the base change
morphism

u∗Ri f∗(F )→ Ri f ′∗(u
′∗F ).

is an isomorphism for all i ≥ 0.

Proof. (Sketch) The question is local on Y and Y′ so we can assume that Y = Spec A and
Y′ = Spec B where B is a flat A-algebra. Then the higher direct image functors are just
taking cohomology so the statement becomes that the natural map

Hi(X,F )⊗A B→ Hi(X′, u′∗F )

is an isomorphism of B-modules. When f is separated we can cover X by affines and com-
pute Hi(X,F ) using Čech cohomology. Furthermore, the pullback of this open cover to X′ is
a cover of X′ by affines from which we can compute Hi(X′, u′∗F ). Now we use that tensor-
ing by B preserves the cohomology of the Čech complex since B is flat. In the more general
qcqs setting, one must use the Čech-to-derived spectral sequence.

We also noted that the proof of (7) did not actually use flatness of F over Y since it dealt
with only global sections. Indeed we have the following more general base change without
flatness.

Proposition 5.4. (Base change without flatness) Suppose we have a cartesian diagram

X′ u′ //

f ′
��

X

f
��

Y′ u
// Y

(9)

where f is projective, Y′ and Y are Noetherian, and suppose F is a coherent sheaf on X. Then the
base change morphism

u∗ f∗(F (d))→ f ′∗u
′∗(F (d))

is an isomorphism for d� 0.
12quasi-compact quasi-separated, though for our use separated suffices
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Proof. (Sketch) The strategy is the same as in the proof of (7). First the question is local on Y
so we can suppose Y = Spec A is affine. Then we reduce to the case Y′ = Spec A′ is affine
using flat base change. Furthermore, we can suppose X = Pn

A. Then we take a resolution
P1 → P0 → F → 0 by direct sums of twisting sheaves OX(a). Pulling back by u′ gives us
a resolution of P′1 → P′0 → u′∗F → 0 by direct sums of the corresponding twisting sheaves
on X′. After twisting by OX(d) (resp. OX′(d)) for d � 0, higher cohomologies vanish
and so applying H0 gives us a resolution H0(X,F (d)) as an A-module and a resolution of
H0(X′, u′∗F (d)) as an A′ module by direct sums of H0(X,OX(a)) (resp. H0(X′,OX′(a)). By
identifying the spaces of sections of OX(a) with degree a polynomials over A, it is clear that
base change holds for this module:

H0(X,OX(a))⊗A A′ ∼= H0(X′,OX′(a)). (10)

Applying−⊗A A′ to the resolution of H0(X,F (d)) yields a resolution of H0(X,F (d))⊗A A′

and we see by 10 this is the same as the resolution of H0(X′, u′∗F (d)). Since the base change
morphisms forOX(a) commute with those forF (d) we conclude the base change morphism
for F (d) is an isomorphism.

Here is an example to show that in general, even flatness of F is not enough to ensure
that the base change morphism is an isomorphism.

Example 5.5. Let X = E×k E where E is an elliptic curve over a field k with origin e ∈ E(k). Let
∆ ⊂ X denote the diagonal and consider the line bundle

L = OX(∆− p∗2e)

where pi : X → E are the projections. Now consider the base change diagram

X′ u′ //

f ′
��

X

f
��

Y′ u
// Y

where Y = E, f = p1, Y′ = Spec k, and u = e : Spec k→ E is the origin. Then X′ = Xe ∼= E and
f ′ → Spec k is just the structure map. The pullback u′∗L = L|Ee

∼= OE so

f ′∗u
′∗L = H0(E,OX) = k.

On the other hand, f∗L is a torsion free sheaf on the integral regular curve Y so it is locally free.
We may compute its stalk at the generic point of Y by flat base change. We get that f∗Lη =
H0(Eη,OEη(∆η − eη)) = 0 since ∆η and eη are distinct points of the genus one curve Eη. Thus
f∗L = 0 so u∗ f∗L = 0 and we see that the base change map is not an isomorphism. Of course in this
case, the projection f is flat and L is a line bundle so L is flat over Y.

What goes wrong here is that the cohomology of the fibers jumps at e ∈ E. This situation
is completely understood by the following two theorems.

Theorem 5.6. (Semi-continuity) Let f : X → Y be a proper morphism of locally Noetherian
schemes. Let F be a coherent sheaf on X flat over Y. Then the function

y 7→ dim Hi(Xy,Fy)
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is upper semi-continuous. Moreover, the function

y 7→ χ(Xy,Fy) = ∑(−1)i dim Hi(Xy,Fy)

is locally constant.

Theorem 5.7. (Cohomology and base change) Let f : X → Y be a proper morphism of locally
Noetherian schemes and let F be a coherent sheaf on X flat over Y. Suppose for some y ∈ Y, the base
change map

ϕi
y : (Ri f∗F )y → Hi(Xy,Fy)

is surjective. Then

1. there exists an open neighborhood U of y such that for all y′ ∈ U, ϕi
y′ is an isomorphism, and

2. ϕi−1
y is surjective if and only if Ri f∗F is locally free in a neighborhood of y.

Often times in moduli theory, one needs to show that various constructions on families
are functorial so that they induce a construction on the moduli space. Functoriality usually
means compatibility with base change. As such, the following generalization (and direct
corollary) of the cohomology and base change theorem is very useful.

Proposition 5.8. Let f : X → Y and F be as above. Suppose that ϕi
y is an isomorphism and Ri f∗F

is locally free (or equivalently ϕi−1
y is an isomorphism) for all y ∈ Y. Then for any locally Noetherian

scheme Y′ and cartesian diagram

X′ u′ //

f ′
��

X

f
��

Y′ u
// Y

the base change map
ϕi

u : u∗Ri f∗F → Ri f ′∗(u
′∗F )

is an isomorphism. In particular, if H1(Xy,Fy) = 0 for all y ∈ Y, then f∗F is locally free and
u∗ f∗F ∼= f ′∗u′∗F .

When the conclusion of the proposition holds, we often say the formation of Ri f∗F
commutes with arbitrary base change.

We won’t prove semi-continuity and cohomology and base change here but let us say
a few words about the proof. First, the statements are all local on Y so we may suppose
Y = Spec A where A is local and Noetherian. The proofs then are based on the idea of
Grothendieck to consider the functor on the category of A-modules given by

M 7→ Hi(X,F ⊗A M).

Then one proves a sort of “representability” result for this functor. There exists a complex
K•, the Grothendieck complex of F , such that each term Ki is a finite free module, and such
that there are isomorphisms

Hi(X,F ⊗A M) ∼= Hi(K• ⊗A M)

functorial in M. This reduces base change and semi-continuity problems to linear algebra of
this complex K• and the theorems follow from a careful study of the properties of complexes
of flat modules under base change using Nakayama’s lemma.
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5.2 The Hilbert and Quot functors

Now we can define Hilbert functor of a projective morphism f : X → S. Note that
implicit in this is a fixed embedding of X into Pn

S and thus a fixed very ample line bundle
OX(1) that we can take the Hilbert polynomial with respect to.

Definition 5.9. Let f : X → S be a projective morphism. The Hilbert functor HX/S : SchS → Set
is the functor

T 7→ {closed subschemes Z ⊂ XT := X×S T | Z → T is flat and proper}.

This is a functor by pulling back Z along T′ → T. An element (Z ⊂ XT) ∈ HX/S(T) is called a
flat family of subschemes of X parametrized by T. Let P be any polynomial. We define the subfunctor
HP

X/S ⊂ HX/S by

HP
X/S(T) = {flat families of subschemes Z ⊂ XT | PZt(n) = P(n) for all t ∈ T}.

By the local constancy of Hilbert polynomials in flat projective families, we see that

HX/S =
⊔
P

HP
X/S

Our goal for the next few classes is to prove that for each f : X → S and P as above, HP
X/S is

representable by a projective scheme, the Hilbert scheme HilbP
X/S, over S.

6 The Hilbert and Quot schemes

Recall last time we defined the Hilbert functor HX/S parametrizing flat families of
closed subschemes Z ⊂ XT over any base scheme T. Moreover, we noted that

HX/S =
⊔

HP
X/S

where P runs over all numerical polynomials and HP
X/S is the subfunctor parametrizing

those flat families of closed subschemes for which the Hilbert polynomial PZt(d) = P for all
t ∈ T.13

Giving a subscheme i : Z ⊂ XT is the same as giving an ideal sheaf IZ ⊂ OXT with
quotient i∗OZ. We have that Z → T is flat if and only if i∗OZ is flat over T, and i∗OZ
is a quotient of OXT with kernel IZ so the Hilbert functor is the same as the functor for
equivalence classes of quotients q : OXT → F → 0 where F is flat over T with Hilbert
polynomial P. Two such quotients (q,F ) and (q′,F ′) give the same ideal sheaf (and thus

13We had a question as to why this disjoint union decomposition holds in general since we only showed the
local constancy of Hilbert polynomials over a locally Noetherian base. Note however that for any T → S, the
morphism XT → T is locally of finite presentation. For the local constancy we may restrict to T = Spec A being
local in which case XT → T is a morphism of finite presentation. Thus for any closed subscheme Z ⊂ XT flat
and proper over T, Z → T is a morphism of finite presentation. Then a usual trick shows that Z → T is pulled
back from a morphism Z′ → T′ where T′ is finitely presented over S. Then we have constancy of the Hilbert
polynomial for Z′ → T′ which implies constancy for Z → T.
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the same subscheme of XT) if and only if there is an isomorphism α : F → F ′ such that the
following diagram commutes.

OXT

q
// F

α
��

OXT q′
// F ′

Thus we have the equality of functors

HP
X/S(T) = {q : OXT � F | F flat over T with proper support, PFt(n) = P(n)}/ ∼

where ∼ is the equivalence relation of pairs (q,F ) given by diagrams as above.
More generally, we can consider a fixed coherent sheaf E on X. For any ϕ : T → S, let

us denote by ET the pullback of E to XT or ϕ∗E .

Definition 6.1. The Quot functor QE ,X/S : SchS → Set is the functor

T 7→ {q : ET � F | F flat over T, Supp(F )→ T is proper}/ ∼

where (q,F ) ∼ (q′,F ′) if and only if there exists an isomorphism α : F → F ′ such that the
following diagram commutes.

ET
q
// F

α
��

ET q′
// F ′

Given a polynomial P, we have the subfunctor QP
E ,X/S of those quotients (q,F ) such that for each

t ∈ T, PFt(n) = P(n). This is a functor by pullback, where we note that for any ϕ : T′ → T,
ϕ∗q : ϕ∗ET = ET′ → ϕ∗F is surjective.

Remark 6.2. Note that HX/S = QOX ,X/S by the above discussion.

As before we have that
QE ,X/S =

⊔
P

QP
E ,X/S.

We have the following main representability result.

Theorem 6.3. Let f : X → S be a projective morphism over a Notherian scheme S and let P be a
polynomial. Then there exists a projective S-scheme HilbP

X/S as well as a closed subscheme

ZP
X/S ⊂ X×S HilbP

X/S

such thatZP
X/S → HilbP

X/S is flat and proper with Hilbert polynomial P and the pair (HilbP
X/S, ZP

X/S)

represents the Hilbert functor HP
X/S. More generally, if E is a coherent sheaf on X, then there exists

a projective S-scheme QuotP
E ,X/S as well as a quotient sheaf

qP
E ,X/S : EQuotP

E ,X/S
→ F P

E ,X/S → 0

on QuotP
E ,X/S ×S X which is flat with proper support over QuotP

E ,X/S and has Hilbert polynomial P
such that the pair

(QuotP
E ,X/S, qP

E ,X/S)

represents the Quot functor QP
E ,X/S.
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Thus we have projective fine moduli spaces HilbP
X/S and QuotP

E ,X/S for closed sub-
schemes and quotients of a coherent sheaf respectively!

The basic idea of the construction is simple. To illustrate it, let us consider the Hilbert
functor for X = Pn

k over a base field S = Spec k. Now a subscheme Z ⊂ X is determined by
its equations which form an ideal I ⊂ k[x0, . . . , xn] which we can view as a linear subspace
of the infinite dimensional vector space k[x0, . . . , xn]. This gives, at least set theoretically, an
inclusion

{Subschemes of Pn
k} ↪→ Gr(k[x0, . . . , xn])

to some infinite dimensional Grassmannian of the vector space k[x0, . . . , xn]. Now to proceed
we need to do two things:

(a) cut down the dimension of the target to a finite dimensional Grassmannian which we
proved already is representable by a projective scheme;

(b) show that the image of this set theoretic map is actually an algebraic subscheme which
represents the functor of flat families.

These two steps respectively require the following two technical results.

Theorem 6.4. (Uniform Castelnuovo-Mumford regularity) For any polynomial P and integers m,
n, there exists an integer N = N(P, m, n) such that for any field k and any coherent subsheaf of
F ⊂ O⊕m

Pn
k

with Hilbert polynomial P we have the following. For any d ≥ N,

1. Hi(Pn
k ,F (d)) = 0 for all i ≥ 1,

2. F (d) is generated by global sections, and

3. H0(Pn
k ,F (d))⊗ H0(Pn

k ,O(1))→ H0(Pn
k ,F (d + 1)) is surjective.

Theorem 6.5. (Flattening stratification) Let f : X → S be a projective morphism over a Noetherian
scheme S and let F be a coherent sheaf on X. For every polynomial P there exists a locally closed
subscheme iP : SP ⊂ S such that a morphism ϕ : T → S factors through SP if and only if ϕ∗F on
T ×S X is flat over T with Hilbert polynomial P. Moreover, SP is nonempty for finitely many P and
the disjoint union of inclusions

i : S′ =
⊔
P

SP → S

induces a bijection on the underlying set of points. That is, {SP} is a locally closed stratification of S.

In the second theorem, we can think of SP as well as the pullback i∗PF which is neces-
sarily flat over SP as the fine moduli space for the functor that takes a scheme T to the set of
morphisms to S which pull back F to be flat with Hilbert polynomial P.

6.1 Proof of the representability of HP
X/S and QP

E ,X/S

We are now going to prove the representability of HP
X/S and QP

E ,X/S assuming uniform
CM regularity and flattening stratifications. We will return to the proofs of these statements
later. Note that HP

X/S = QP
OX ,X/S so we will prove representability of QP

OX ,X/S for any coher-
ent sheaf F on X.
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Proof. Step 1: First we reduce to the case X = Pn
S and E = O⊕k

X . This is a consequence of the
following lemmas.

Lemma 6.6. For any integer r, tensoring by OXT(r) induces an isomorphism of functors

QP(d)
E ,X/S

∼= QP(d+r)
E(r),X/S.

Proof. Tensoring by a line bundle is an equivalence of categories since there is an inverse
given by tensoring by the dual. Thus for each, T, tensoring by OXT(r) induces a bijection

QP(d)
E ,X/S(T)

∼= QP(d+r)
E(r),X/S(T).

This is a natural transformation since for any ϕ : T′ → T, ϕ∗OXT(r) = OXT′
(r).

Lemma 6.7. Suppose α : E ′ � E is a quotient of coherent sheaves on X. Then the induced map
QP
E ,X/S → QP

E ′,X/S is a closed subfunctor.

Proof. This map is given by noting that a quotient q : E � F induces a quotient q′ =
q ◦ α : E ′ � F by composition. We need to show that for any scheme T′ over S and object
(q′,F ) ∈ QP

E ′,X/S(T
′), there exists a closed subscheme T ⊂ T′ satisfying the following uni-

versal property. For any other S-scheme T′′, a morphism ϕ : T′′ → T′ factors through T if
and only if ϕ∗q′ : E ′T′′ � ϕ∗F factors through a map q : ET′′ → ϕ∗F . Since the morphism
XT′ → T′ is of locally of finite presentation, and the condition of being closed can be checked
locally, we may assume T′ is affine in which case XT′ → T′ is of finite presentation and then
we can use the finite presentation trick to reduce to the case that T′, T′′ are Noetherian.

Let K = ker(α) ⊂ E ′ be the kernel of α. Then the morphism q′ : E ′T′ → F factors
through ET′ if and only if the composition KT′ → F is the zero map. Indeed KT′ surjects
onto the kernel of E ′T′ → ET′ by right exactness of pullback and a morphism factors through
a surjection if and only if it is 0 on the kernel. Let us denote the composition KT′ → F by
r. Thus we want to show that there exists a closed subscheme T ⊂ T′ such that a morphism
ϕ : T′′ → T′ factors through T if and only if the composition ϕ∗r : KT′′ → ϕ∗F of coherent
sheaves on XT′′ is zero. The result now follows by applying the following lemma.

Lemma 6.8. Let f : X → S be a projective morphism over a Noetherian scheme and let r : K → F
be a map of coherent sheaves on X with F flat over S. Then there exists a closed subscheme Z ⊂ S
such that for any T Noetherian and any α : T → S, α factors through Z if and only if α∗r is the zero
map.

Proof. For any d, r is zero if and only if the twist r(d) : K(d) → F (d) is zero. For large
enough d � 0, the pushforward f∗F (d) is locally free since F is flat over S and K(d) is
gloablly generated over S so that

f ∗ f∗K(d)→ K(d)

is surjective. Thus r(d) is 0 if and only if f ∗ f∗K(d) → F (d) is 0 if and only if f∗r(d) :
f∗K(d) → f∗F (d) is 0. By the hom-tensor adjunction, using that f∗F (d) is locally free, this
is the same as the cosection td : f∗K(d)⊗ ( f∗F (d))∨ → OS vanishing. Now the cosection td
defines an ideal sheaf Id ⊂ OS by its image and it is clear that td vanishes at a point s ∈ S if
and only if s ∈ V(Id) = Zd.
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Now consider the chain
Id0 ⊂ Id0 + Id0+1 ⊂ . . .

where d0 is some large enough number so that K(d) is globally generated and f∗F (d) is lo-
cally free. By the Noetherian condition, this chain terminates in some ideal I with vanishing
subscheme V(I) = Z the scheme theoretic intersection of the Zd. Now for large enough
d� 0, the formation of f∗K(d) and f∗F (d) commute with base change so s ∈ Z if and only
if (td)s = 0 for all d� 0 if and only if r(d)s = 0 for all d� 0 if and only if rs = 0.14

We will check this Z satisfies the universal property. Suppose α : T → S satisfies that
α∗r is the zero map, then α∗r(d) is the zero map for d� 0 and f∗K(d), f∗F (d) commute with
base change by α for d large enough (depending on α) so α∗ f∗r(d) : α∗ f∗K(d) → α∗ f∗F (d)
is the zero map so α factors through Zd for all d � 0 so α factors through Z. On the other
hand, if α factors through Z, then for all d � 0, α∗ f∗K(d) → α∗ f∗F (d) is the zero map but
by base change without flatness, for large enough d, the formation of these pushforwards
commutes with basechange by α so we have that

( fT)∗α
∗K(d)→ ( fT)∗α

∗F (d)

is the zero map. Thus f ∗T( fT)∗α
∗K(d) → α∗F (d) is the zero map. Since α∗K(d) is globally

generated for d� 0, then α∗r(d) : α∗K(d)→ α ∗ F (d) is the zero map for d large enough so
α∗r is the zero map.

7 The Hilbert and Quot schemes (cont.)

7.1 Proof of representability (cont.)

We are continuing the proof of representability of the Quot functor QP
E ,X/S (and thus

Hilbert functors) for E a coherent sheaf on X with X → S projective over S Noetherian.

Proof. Step 2: Recall we are reducing to the case X = Pn and E = O⊕k
X . We have completed

the proof of the following two lemmas.

Lemma 7.1. For any integer r, tensoring by OXT(r) induces an isomorphism of functors

QP(d)
E ,X/S

∼= QP(d+r)
E(r),X/S.

Lemma 7.2. Suppose α : E ′ → E is a quotient of coherent sheaves on X. Then the induced map
QP
E ,X/S → QP

E ′,X/S is a closed subfunctor.

Now given any sheaf E on X and i : X → Pn
S the projective embedding, a quotient q :

E → F is the same as a quotient i∗E → i∗F since i∗ is an equivalence of categories between
sheaves on X and sheaves on Pn

S supported on X which preserves Hilbert polynomials. Thus
suppose X = Pn

S. Then for a� 0, E(a) is globally generated so there is a surjection

OX(a)⊕k → E(a)
14In particular, all the Zd have the same set theoretic support as Z and we only need to worry about the right

scheme structure.
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for some k. Thus by the second lemma above,

QP
E(a),X/S ↪→ QP

OX(a)⊕k,X/S

is a closed subfunctor so it suffices to prove QP
OX(a)⊕k,X/S is representable by a projective

scheme over S. Then by the first lemma, there is an isomorphism of functors

QP(d−a)
O⊕k

X ,X/S
∼= QP(d)

O⊕k
X (a),X/S

.

Step 3: Now we are in the situation X = Pn
S and E = O⊕k

X . Let q : ET → F be an element of
QP
E ,X/S(T) and let K be the kernel of q. By flatness of F over T, for any t ∈ T we have that

0→ Kt → Et → Ft → 0

is exact. Then by additivity of Euler characteristics, the Hilbert polynomial PKt is given by

PKt(d) = k
(

n + d
d

)
− P(d).

In particular it is independent of t ∈ T or even of (q,F ). Thus by uniform CM regularity
applied to Kt and Et

15, there exists an N depending only on P(d), k and n such that for all
T, all (q, F) ∈ QP

E ,X/S(T), and all t ∈ T, we have that for all a ≥ N,

• Hi(Xt,Kt(a)) = Hi(Xt, Et(a)) = Hi(Xt,Ft(a)) = 0 for i ≥ 1, and

• Kt(a), Et(a) and Ft(a) are globally generated.

Since E and F are both flat, then K is also flat. Then we can apply cohomology and base
change to see that for all d ≥ N,

0→ ( fT)∗K(a)→ ( fT)∗E(a)→ ( fT)∗F (a)→ 0 (11)

is an exact sequence of locally free sheaves of rank

k
(

n + a
a

)
− P(a), k

(
n + a

a

)
, and P(a)

respectively. Moreover, the formation of all three of these locally free sheaves is compatible
with base change by any T′ → T with T′ locally Noetherian.16 The sequence (11) gives an
element of Gr(P(a), f∗E(a))(T) and since (11) is compatible with base change, the induced
set theoretic map

QP
E ,X/S(T)→ Gr(P(a), f∗E(a))(T)

is a natural transformation of functors.
Moreover, one can compute explicitly that f∗E(a) is actually the free sheaf of rank

k(n+a
a ). Indeed, E(a) = OX(a)⊕k so it suffices to check for k = 1 in which case f∗OX(a)

restricted to any affine open Spec A ⊂ S is simply

A[x0, . . . , xn]a

15as well as a diagram chase to conclude the result for Ft
16I’ll leave it to the reader to use the finite presentation trick and convince themselves that this is good

enough!
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so globally f∗OX(a) = OS[x0, . . . , xn]a where Pn
S = ProjSOS[x0, . . . , xn]. Thus

Gr(P(a), f∗E(a)) = GrS

(
P(a), k

(
n + a

a

))
which we showed previously is representable by a projective S-scheme. More canonically,
f∗OX(a)⊕k = Va ⊗Z OS where Va = Z[x0, . . . , xn]⊕k

a so we can write the Grassmannian as
GS = G×Z S where G = Gr(P(a), Va).

Step 4: Our strategy now is to show that the natural transformation of functors QP
E ,X/S → GS

is an inclusion of a subfunctor and then identify the subfunctor QP
E ,X/S with the functor of

points of some locally closed subvariety of GS.
Toward that end, we need to show that for T and any (q,F ) ∈ QP

E ,X/S(T), (q,F ) is
determined by the sequence (11):

0→ ( fT)∗K(a)→ ( fT)∗E(a)→ ( fT)∗F (a)→ 0.

By global generation and the fact that these sheaves are all locally free, we have a diagram

0 // f ∗T( fT)∗K(a) //

��

f ∗T( fT)∗E(a) //

��

f ∗T( fT)∗F (a) //

��

0

0 // K(a) // E(a)
q(a)

// F (a) // 0

where the vertical maps are surjections and the horizontal sequences are exact. Let

h : f ∗T( fT)∗K(a)→ E(a)

be the composition. It suffices to show that q may be determined from h, but indeed by
exactness, the cokernel of h is natural identified with q(a) : E(a)→ F (a) and so by twisting
by OX(−a) we recover q from the sequence (11) and conclude that

QP
E ,X/S(T)→ GS(T)

is injective.

Step 5: Now we will use flattening stratifications to show that QP
E ,X/S as a subfunctor of

the Grassmannian is representable by a locally closed subscheme. Over GS we have the
universal quotient sequence

0→ K → Va ⊗OGS → Q → 0

and Va ⊗OGS = ( fGS)∗EGS(a) where fGS : Pn
GS
→ GS and E = OPn

GS
(d)⊕k.

Now we can pullback this sequence to get

0→ f ∗GS
K → f ∗GS

( fGS)∗EGS(a)→ f ∗GS
Q → 0.

The middle sheaf comes with a surjective map to EGS(a) since EGS(a) is gloablly generated
on any projective space (a > 0). Let us denote by h : f ∗GS

K → EGS(a) the composition and let
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F be the cokernel of h. Then F is a coherent sheaf on Pn
GS

and we can consider the flattening
stratification for F over GS.

Let GP(d+a)
S ⊂ GS be the stratum over which F is flat with Hilbert polynomial P(d + a).

Then GP(d+a)
S is universal for maps to T → GS such that FT is flat over T with Hilbert poly-

nomial P(d + a), but that exactly means that the quotient map ET → FT(−a) is an element
of the subfunctor QP

E ,X/S so the locally closed subscheme GP(d+a)
S with the restriction of the

quotient map EGS → F represents the subfunctor QP
E ,X/S.

Step 6: Finally we show that QP
E ,X/S satisfies the valuative criterion of properness. This

implies the stratum GP(d+a)
S is actually a closed subscheme of GS. We showed earlier that GS

is projective over S so we conclude that QP
E ,X/S is representable by a projective scheme over

S.
We already showed that the special case of the Hilbert functor is proper. The proof for

QP
E ,X/S is similar. Let T = Spec R the spectrum of a DVR and let T0 = Spec K the spectrum

of its function field. We need to show that for any solid diagram as below, there exists a
unique dashed arrow.

T0 //

��

QP
E ,X/S

��
T //

;;

S

That is, given (q0,F 0) ∈ QP
E ,X/S(T

0), there is a unique extension to a flat quotient (q,F ).
For this we can compose ET → ET0 → F 0 and let F be the image of ET with q the composi-
tion. ThenF is flat and by the criterion for flatness over a DVR, it is the unique flat extension
so this gives the required lift.

7.2 Some applications

Here we discuss some applications that follow from the representability and projectivity
of Hilbert and Quot schemes.

7.2.1 Grassmannians of coherent sheaves

We consider the case that f = idS is the identity. In this case E is a coherent sheaf on S,
flatness is equivalent to local freeness, and the Hilbert polynomial ofFs is just the dimension
dimk(s) Fs. Thus, given a k, we have the Quot scheme Qk

E ,S/S for constant Hilbert polynomial
P(d) = k so that a map

T → Qk
E ,S/S

is a locally free quotient q : ET → V of rank k on T. When E is itself a locally free sheaf,
this is just the Grassmannian GrS(k, E) so we have Grassmannians for any coherent sheaf E
which we also denote GrS(k, E). In particular, when k = 1, we denote GrS(1, E) by P(E) the
projective “bundle” of E whose fiber over s ∈ S is the projectivization of the vector space Es.
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7.2.2 Lifting rational curves

Let X/k be a projective variety over a field. A degree r rational curve C ⊂ X is a genus
0 curve with deg(OX(1)|C) = r. The Hilbert polynomial of such a curve is always P(d) =
rd + 1. Indeed, χ(OC) = 1 since C is rational and H0(C,OC(d)) = rd + 1 by Riemann-Roch
for d� 0.

Now let X be a projective scheme over Z with geometric generic fiber XQ =: X and
XFp =: Xp. Suppose Xp contains a degree d rational curve for infinitely many d. Then
X also contains a degree d rational curve. Indeed, consider Hrd+1

X/Spec Z
. This is a projec-

tive scheme over Spec Z so it has finitely many irreducible components. Since the fiber of
Hrd+1

X/Spec Z
is nonempty over infinitely many Spec Fp, there must be some component which

dominates Spec Z. Since the morphism to Spec Z is proper then the fiber over Spec Q must
be nonempty. But a Spec Q point of the fiber over Spec Q exactly corresponds to a rational
curve of degree d on X.

8 Hom schemes, CM regularity

8.1 Hom schemes

Let X and Y be two schemes over S. The hom functorHomS(X, Y) : SchS → Set is given
by

T 7→ {morphisms XT → YT over T}.
Theorem 8.1. Suppose X and Y are projective over S with X → S flat. Then HomS(X, Y) is
representable by a quasi-projective scheme HomS(X, Y) over S.

Proof. Given f : XT → YT, we have the graph Γ f : XT → XT ×T YT = (X ×S Y)T which is
a closed embedding. Now im(Γ f ) ∼= XT is flat over T by assumption so it defines a map
T → Hilb(X×SY)/S. This construction is compatible with basechange so we obtain a natural
transformation of functors

HomS(X, Y)→ H(X×SY)/S.

Since a morphism is determined by its graph, this is a subfunctor. Moreover, we can
characterize the graphs of morphisms as exactly those closed subschemes Z ⊂ XT ×T YT
such that the projection Z → XT is an isomorphism. This identifies HomS(X, Y) with the
subfunctor of H(X×SY)/S given by

T 7→ {closed subsets Z ⊂ XT ×T YT | Z → T flat and proper, Z → XT is an isomorphism}.

We will prove this is representable by an open subscheme of Hilb(X×SY)/S.
We can consider the universal family Z → Hilb(X×SY)/S which is a closed subscheme

of X ×S Y ×S Hilb(X×SY)/S. Then Z comes with a projection π : Z → X ×S Hilb(X×SY)/S.
Now we consider the diagram

Z π //

q
��

X×S Hilb(X×SY)/S

p
��

Hilb(X×SY)/S Hilb(X×SY)/S.

Then the required open subscheme is given by the following lemma.
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Proposition 8.2. Let T = Spec R be the spectrum of a Noetherian local ring and let 0 ∈ T be the
closed point. Let f : X → T be flat and proper and g : Y → T proper. Let p : X → Y be a morphism
such that p0 : X0 → Y0 is an isomorphism. Then p : X → Y is an isomorphism.

Proof. Since X is proper and Y is separated over T, the morphism p : X → Y must be proper.
Moreover, since g is proper, every closed point of Y lies in Y0. Furthermore, since p0 is an
isomorphism, then p has finite fibers over closed points of Y so p is quasi-finite. Indeed since
p is proper, the fiber dimension is upper-semicontinuous on Y and it is 0 on closed points.
Therefore r is finite, and in particular, affine. This implies that Ri p∗F = 0 for any coherent
sheaf F and i ≥ 1. Now the result follows if we know that f is flat. Indeed in this case, p∗OX
is locally free of rank one by cohomology and base change. On the other hand, the natural
map OY → p∗OX is an isomorphism at all closed points y ∈ Y0 ⊂ Y and since both source
and target are line bundles, it must be an isomorphism. Then, since p is affine, we have

X = SpecY f∗OX = SpecYOY = Y.

Thus, it suffices to prove the following that p is flat. We will use the following lemma.

Lemma 8.3. Let p : X → Y be a morphism of locally Noetherian T-schemes over a locally Noetherian
scheme T. Let x ∈ X a point in the fiber Xt for t ∈ T and set y = p(x) its image in the fiber Yt.
Then the following are equivalent:

1. X is flat over T at x and pt : Xt → Yt is flat at x ∈ Xt;

2. Y is flat over T at y and p is flat at x ∈ X.

Proof. Consider the sequence local ring homomorphisms

OT,t → OY,y → OX,x.

Let I = mtOY,y. Suppose (1) holds. Then OX,x is a flat OT,t module and OX,x/IOX,x is a flat
OY,y/I-module. Consider the composition

mt ⊗OX,x → I ⊗OX,x → OX,x.

The first map is surjective by right exactness of tensor products and the composition is in-
jective by since OX,x is flat over OT,t so both maps are in fact injections. Thus

Tor
OY,y
1 (OY,y/I,OX,x) = 0. (12)

Since I ⊂ my, then I annihilates the residue field k(y) and one can check that Equation (12)

and the assumptions imply that Tor
OY,y
1 (k(y),OX,x) = 0 by the following lemma we will

leave as an exercise.

Lemma 8.4. Suppose R is a Noetherian ring and I ⊂ R is a proper ideal. Let M be an R-module
such that M/IM is a flat R/I-module and such that

TorR
1 (R/I, M) = 0.

Then for any I-torsion R-module N,

TorR
1 (N, M) = 0.
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Then OX,x is a flat OY,y-module by the local criterion for flatness.
Since everything is local, OX,x is in fact faithfully flat over OY,y. Now we want to show

that TorOT,t
1 (k(t),OY,y) = 0. Pulling back the sequence

0→ mt → OT,t → k(t)→ 0.

to OY,y gives us

0→ TorOT,t
1 (k(t),OY,y)→ mt ⊗OY,y → I → 0.

Since OX,x is flat over OY,y, then

0→ TorOT,t
1 (k(t),OY,y)⊗OX,x → mt ⊗OX,x → I ⊗OX,x → 0.

We saw above that the second map is injective so

TorOT,t
1 (k(t),OY,y)⊗OX,x = 0

but OX,x is faithfully flat over OY,y so TorOT,t
1 (k(t),OY,y) = 0 and OY,y is flat over OT,t.

For the converse, suppose (2) holds. Then Y → T is flat at y ∈ Y and p : X → Y is flat
at x ∈ X so the composition X → T is flat at x ∈ X. Moreover, pt is the pullback p to Yt and
flatness is stable under basechange so pt is flat at x ∈ X.

Corollary 8.5. Let f : X → T be flat and proper and g : Y → T proper over a Noetherian scheme
T. Let p : X → Y be a morphism. Then there exists an open subscheme U ⊂ T such that for any T′

and ϕ : T′ → T, ϕ factors through U if and only if ϕ∗p : XT′ → YT′ is an isomorphism.

Proof. The locus where p : X → Y is an isomorphism is open on the target Y so let Z ⊂ Y be
the closed subset over which p is not an isomorphism. Since g is proper, g(Z) ⊂ T is closed.
Let U ⊂ T be its complement. By the proposition, a point t ∈ T is contained in U if and
only if the the map on the fibers pt : Xt → Yt is an isomorphism. Since this is a fiberwise
condition on t ∈ T, it is clear that U satisfies the required universal property.

8.2 Castelnuovo-Mumford regularity

We will now discuss the first main ingredient in the proof of representability of Hilbert
and Quot functors.

Theorem 8.6. (Uniform Castelnuovo-Mumford regularity) For any polynomial P and integers m,
n, there exists an integer N = N(P, m, n) such that for any field k and any coherent subsheaf of
F ⊂ O⊕m

Pn
k

with Hilbert polynomial P we have the following. For any d ≥ N,

1. Hi(Pn
k ,F (d)) = 0 for all i ≥ 1,

2. F (d) is generated by global sections, and
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3. H0(Pn
k ,F (d))⊗ H0(Pn

k ,O(1))→ H0(Pn
k ,F (d + 1)) is surjective.

To prove this we will define a more general notion of the Castelnuovo-Mumford regu-
larity of a sheaf F on projective space.

Definition 8.7. (CM regularity) A coherent sheaf F on Pn
k is said to be m-regular if

Hi(Pn
k ,F (m− i)) = 0

for all i > 0.

The notion of CM regularity is well adapted to running inductive arguments by taking
a hyperplane section.

Proposition 8.8. Let F be m-regular. Then

1. Hi(Pn
k ,F (d)) = 0 for all d ≥ m− i and i > 0, that is, F is m′ regular for all m′ ≥ m,

2. H0(Pn
k ,F (d))⊗ H0(Pn

k ,O(1))→ H0(Pn
k ,F (d + 1)) is surjective for all d ≥ m.

3. F (d) is globally generated for all d ≥ m, and

Proof. The definition of m-regularity and the conclusions of the proposition can all be checked
after passing to a field extension since field extensions are faithfully flat so we may suppose
the field k is infinite. Now we will induct on the dimension n.

If n = 0 the results trivially hold since all higher cohomology vanishes, all sheaves are
globally generated andO(1) = O. Suppose n > 0 and let H ⊂ Pn

k be a general hyperplane.17

Now consider the short exact sequence

0→ F (m− i− 1)→ F (m− i)→ FH(m− i)→ 0

where FH = F|H is the restriction. Taking the long exact sequence of cohomology yields

. . .→ Hi(Pn
k ,F (m− i))→ Hi(Pn

k ,FH(m− i))→ Hi+1(Pn
k ,F (m− i− 1))→ . . . ,

The first and last terms are 0 for all i > 0 by assumption so Hi(H,FH(m − i)) = 0 for all
i > 0. That is, FH is m-regular.

We will continue next time.

9 CM regularity, flattening stratifications

9.1 CM regularity (cont.)

Recall that a sheaf F on Pn
k is m-regular is Hi(F (m − i)) = 0 for all i ≥ 1. We are

proving the following.

17Here general means that H avoids all associated points of F . This is where we use the infinite field as-
sumption.
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Proposition 9.1. Let F be m-regular. Then

1. Hi(Pn
k ,F (d)) = 0 for all d ≥ m− i and i > 0, that is, F is m′ regular for all m′ ≥ m,

2. H0(Pn
k ,F (d))⊗ H0(Pn

k ,O(1))→ H0(Pn
k ,F (d + 1)) is surjective for all d ≥ m.

3. F (d) is globally generated for all d ≥ m, and

Proof. Last time we started the proof by showing that for a general hyperplane H, the re-
striction FH of F to H is an m-regular sheaf on the projective space H. Now by induction,
the conclusions of the proposition hold for FH since it is supported on the one dimension
lower projective space H. Now we twist to obtain an exact sequence

. . .→ Hi(Pn
k ,F (m− i))→ Hi(Pn

k ,F (m + 1− i))→ Hi(Pn
k ,F (m + 1− i))→ . . . .

Now the last term is zero by conclusion (1) applied to FH and the first term is zero by
assumption so the middle term is zero, i.e., F is (m + 1)-regular. Now we induct on m to see
it is m′-regular for all m′ ≥ m.18 This proves (1).

Next, consider the diagram

H0(Pn
k ,F (d))⊗ H0(Pn

k ,O(1)) α //

γ
��

H0(H,FH(d))⊗ H0(H,OH(1))

δ
��

H0(Pn
k ,F (d + 1))

β
// H0(H,FH(d + 1))

where the horizontal maps are restriction to H and suppose d ≥ m. Now the restriction
H0(Pn

k ,F (d)) → H0(H,FH(d)) is surjective since H1(Pn
k ,F (d)) = 0 by conclusion (1) thus

α is surjective. For the same reason, β is surjective. Moreover, δ is surjective by conclusion
(2) for FH. Thus β ◦ γ is surjective but the kernel of β is exactly the image of γ(− ⊗ h) :
H0(Pn

k ,F (d)) → H0(Pn
k ,F (d + 1)) where h ∈ H0(Pn

k ,O(1)) is the defining equation of H
by the long exact sequence associated to the short exact sequence

0→ F (d)→ F (d + 1)→ FH(d + 1)→ 0

induced by multiplication by h. Thus ker(β) is contained in the image of γ so γ must be
surjective and F satisfies (2).

Finally, the global generation ofF (d) is equivalent to the fact that for each point x ∈ Pn
k ,

there exists a collection of section si ∈ H0(Pn
k ,F (d)) such that si = si(x) ∈ F (d)⊗ k(x) span

the fiber F (d)⊗ k(x). By (2), we have a surjection

H0(Pn
k ,F (d))⊗ H0(Pn

k ,O(a))→ H0(Pn
k ,F (d + a))

for all a ≥ 1. For large enough a � 0, F (d + a) is globally generated by Serre vanishing so
for each x ∈ X, there exists such sections si ∈ H0(Pn

k ,F (d + a)) whose values at x span the
fiber, but since every such section comes from multiplying a section of F (d) by a homoge-
neous polynomial, there must be sections of F (d) spanning the fiber at x so F (d) is globally
generated.

18Note here we have used extensively that coherent cohomology is preserved by closed embeddings so that
the cohomology of FH on Pn

k is the same as that on H.
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Corollary 9.2. Suppose
0→ F ′′ → F → F ′ → 0

is a short exact sequence of coherent sheaves. Suppose F ′′ is (m + 1)-regular and F is m-regular.
Then F ′ is m-regular. In particular, all the three sheaves are in fact (m + 1)-regular.

Proof. Consider the long exact sequence

. . .→ Hi(F (m− i))→ Hi(F ′(m− i))→ Hi+1(F ′′(m− i))→ . . . .

The first term is vanishes sinceF is m-regular and the last term vanishes sinceF ′′ is (m+ 1)-
regular so the middle term vanishes. The final conclusion follows from the proposition.

Now that we have the language of CM regularity, we can state the uniform CM regu-
larity theorem in its usual form and sketch the proof.

Theorem 9.3. (Uniform Castelnuovo-Mumford regularity) For any polynomial P and integers m, n,
there exists an integer N = N(P, m, n) such that for any field k and any coherent subsheafF ⊂ O⊕m

Pn
k

with Hilbert polynomial P, F is N-regular.

Proof. We will induct on n. Let H be a general hypreplane section as before and consider the
sequence

0→ F (−1)→ F → FH → 0.

Now FH ⊂ O⊕m
H and the Hilbert polynomial of FH is given by P(d) − P(d − 1) which

depends only on P so by induction, there exists an N1 depending only on P, m, and n such
that FH is N1-regular.

Now consider the long exact sequence

. . .→ Hi−1(FH(d + 1))→ Hi(F (d))→ Hi(F (d + 1))→ Hi(FH(d + 1))→ . . . .

For all i ≥ 2 and d ≥ N1 − i, the terms with H vanish by conclusion (1) of the proposition.
Thus Hi(F (d)) → Hi(F (d + 1)) is an isomorphism in this range. By Serre vanishing, these
cohomology groups also vanish for d large enough so we get that Hi(F (d)) = 0 for i ≥ 2
and d ≥ N1 − i.

We need to control the groups H1(F (d)). Consider the short exact sequence

0→ F → E = O⊕m
Pn

k
→ Q → 0.

Then Q has Hilbert polynomial P′(d) = m(n+d
d ) − P(d). By the long exact sequence of

cohomology and the fact that Hi(E(a)) = 0 for all i > 0 and a > 0, the vanishing of Hi(F (d))
for i ≥ 2 and d ≥ N1 − i implies the vanishing Hi(Q(d)) = 0 for all i ≥ 1 and d ≥ N1 − i.
In particularQ is N1-regular. Then H0(Q(d)) surjects onto H1(F (d)) and has rank given by
P′(d) for all d ≥ N1 − 1. Thus

dim H1(F (d)) ≤ P′(d)

so we have uniform control on H1(F (d)). We conclude by the following lemma.

Lemma 9.4. The sequence {dim H1(F (d))} for d ≥ N1 − 1 is strictly decreasing to 0.
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Proof. Consider the long exact sequence associated to

0→ F (d)→ F (d + 1)→ FH(d + 1)→ 0.

Since FH is N1-regular, we have H1(FH(d)) = 0 for all d ≥ N1 − 1 and so H1(F (d)) →
H1(F (d + 1)) is surjective. Thus the sequence is weakly decreasing. Suppose that for some
d0, H1(F (d0)) ∼= H1(F (d0 + 1)). The previous map

ϕd0 : H0(F (d0 + 1))→ H0(FH(d0 + 1))

is surjective. Since FH is N1-regular, then the map

H0(FH(d0 + 1))⊗ H0(OH(1))→ H0(FH(d0 + 2))

is surjective and by commutativity of the diagram

H0(F (d0 + 1))⊗ H0(O(1)) //

��

H0(FH(d0 + 1))⊗ H0(OH(1))

��
H0(F (d0 + 2))

ϕd0+1
// H0(FH(d0 + 2))

we conclude that ϕd0+1 is surjective. Thus H1(F (d0 + 1)) ∼= H1(F (d0 + 2)) by the long
exact sequence and so on. It follows that if dim H1(F (d0)) = dim H1(F (d0 + 1)) for some
d0, then dim H1(F (d0)) = H1(F (d)) for all d ≥ d0. On the other hand, this vanishes for
d� 0 and so H1(F (d0)) = 0. Thus the sequence must strictly decrease until it hits zero.

Now by the monotonicity of the sequence above we see that if N2 := dim H1(F (N1 −
1)), then H1(F (d)) = 0 for all d ≥ N1 − 1 + N2. Now N2 ≤ P′(N1 − 1) by the previous
discussion and so H1(F (d)) = 0 for all d ≥ N1− 1+ P′(N1− 1) and so F is N1− P′(N1− 1)
regular. This quantity depends only on P, m and n and so we are done.

9.2 Flattening stratifications

We will now address the existence of flattening stratifications. Recall the statement.

Theorem 9.5. (Flattening stratification) Let f : X → S be a projective morphism over a Noetherian
scheme S and let F be a coherent sheaf on X. For every polynomial P there exists a locally closed
subscheme iP : SP ⊂ S such that a morphism ϕ : T → S factors through SP if and only if ϕ∗F on
T ×S X is flat over T with Hilbert polynomial P. Moreover, SP is nonempty for finitely many P and
the disjoint union of inclusions

i : S′ =
⊔
P

SP → S

induces a bijection on the underlying set of points. That is, {SP} is a locally closed stratification of S.

Let us first consider the special case where f is the identity map S → S so that F is a
coherent sheaf on S. Then F is flat if and only if it is locally free and the Hilbert polynomial
of the fiber Fs is simply its dimension dimk(s) Fs over the residue field.
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Proposition 9.6. Let F be a coherent sheaf on S Noetherian. Then there exists a finite locally closed
stratification {Sd} of S such that F|Sd is locally free of rank d. Moreover, for any locally Noetherian
scheme T, a morphism ϕ : T → S factors as T → Sd ⊂ S if and only if ϕ∗F is locally free of rank d.

Proof. First, note that by the universal property of the strata Sd, they are unique. In particu-
lar, if I ⊂ S is an open subset, then the stratum Ud for F|U is the pullback of Sd, if it exists,
to U. Thus, if we prove the proposition for an open affine cover of S, it will follow for S.
Therefore, without loss of generality, we may replace S by an affine open Spec A ⊂ S and
suppose that F is the coherent sheaf associated to a finitely generated module M.

Let s ∈ S and suppose that the rank of the fiber Fs = M ⊗ k(s) is d. By Nakayama’s
lemma, we may lift the d generators of M⊗ k(s) to d sections A⊕d → M which, after shrink-
ing to a smaller open subset of Spec A, we may suppose is a surjective map. Thus we get a
resolution

A⊕e → A⊕d → M→ 0.

By construction, the last map is an isomorphism after tensoring with k(s), thus we have
ψij(s) = 0 for all (i, j), where the first map is given by the matrix (ψij). Now M is locally free
if and only if it has constant fiber dimension d if and only if the functions ψij vanish, ψij = 0
for all (i, j). Thus we can consider the subscheme Sd ⊂ S given by the vanishing of all these
ψij. It is a closed subscheme containing s ∈ S.

By right exactness of pullbacks, for any ϕ : T → S, pullback of the above resolution
gives us a resolution

O⊕e
T

(ϕ∗ψij)// O⊕d
T

// ϕ∗F // 0.

It is clear that ϕ∗ψij(t) = 0 if and only if ψij(s) = 0 where s = ϕ(t). On the other hand, ϕ∗F
is locally free of rank d if and only if ϕ∗ψij = 0 if and only if ϕ factors through Sd.

By construction, each s ∈ S is in some stratum Sd, namely for d = dim M⊗ k(s). Finally,
by Noetherian induction, the locally closed stratification {Sd} is finite since the set of ranks
of fibers of the coherent sheaf F on the noetherian S is finite.

10 Flattening stratifications, functoriality properties of Hilb
and Quot

10.1 Flattening stratifications (cont.)

Theorem 10.1. (Flattening stratification) Let f : X → S be a projective morphism over a Noetherian
scheme S and let F be a coherent sheaf on X. For every polynomial P there exists a locally closed
subscheme iP : SP ⊂ S such that a morphism ϕ : T → S factors through SP if and only if ϕ∗F on
T ×S X is flat over T with Hilbert polynomial P. Moreover, SP is nonempty for finitely many P and
the disjoint union of inclusions

i : S′ =
⊔
P

SP → S

induces a bijection on the underlying set of points. That is, {SP} is a locally closed stratification of S.

We began last time by proving the following special case corresponding to X = S.
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Proposition 10.2. Let F be a coherent sheaf on S Noetherian. Then there exists a finite locally closed
stratification {Sd} of S such that F|Sd is locally free of rank d. Moreover, for any locally Noetherian
scheme T, a morphism ϕ : T → S factors as T → Sd ⊂ S if and only if ϕ∗F is locally free of rank d.

Now the idea of the proof in general is to use the following result from lecture 5.

Corollary 10.3. Let f : X → S be a projective morphism with S noetherian. If F is a coherent sheaf
on X then F is flat over S if and only if f∗F (d) is a locally free sheaf of finite rank for all d� 0.

The idea of the proof then is to apply the proposition to the sheaves f∗F (d) and find a
stratification that is universal for these pushforwards being locally free. Then by the corol-
lary and some base-change arguments, this stratification will be universal for F being flat.

Proof. (flattening stratifications in general)
The first step of the proof is to bound the Hilbert polynomials of the fibers of F using

the generic freeness theorem (from problem set 1).

Theorem 10.4. Let A be noetherian integral domain, B a finitely generated A-algebra, and M a
finite B-module. Then there exists an f ∈ A such that M f is a free A f -module.

Now we will use this to produce a finite stratification of S into reduced locally closed
subschemes Vi ⊂ S for i = 1, . . . , m such that F|Vi is flat over Vi (via the pullback XVi → Vi
of X → S). Toward this end, we may take Sred and assume that S is reduced. Let ∪Yj = S be
the decomposition into irreducible components and fix a component Y0. Let U0 ⊂ Y0 be the
complement of where Y0 meets Yi:

U0 = Y0 \ {Yi ∩Y1}i 6=0.

Now U0 is an integral scheme. Let Spec A ⊂ U0 be a dense open affine subscheme
where A is an integral domain. Then we may apply the generic freeness theorem to the
pullback FA to XA → Spec A. This gives us an open subscheme Spec A f ⊂ Spec A ⊂
U0 such that FA f is flat over Spec A f . Let V0 = Spec A f and let S1 = S \ V0 its closed
complement. Now we repeat in this way to produce an integral open subset Vi ⊂ Si where
FVi is flat over Vi. By Noetherian induction, this process terminates so we get a stratification
of S by locally closed subsets {V0, . . . , Vm} with the desired property.

Let us denote by fi : Xi → Vi the pullback of X → S and by Fi the pullback of F to Fi.
Now by construction, Fi is flat over Vi and by constancy of Hilbert polynomials, for each
s ∈ Vi, the Hilbert polynomial PFs(d) is constant say equal to a polynomial Pm. Thus there
are finitely many polynomials {P1(d), . . . , Pm(d)} such that for each s ∈ S, PFs(d) = Pm(d)
for some m. Next, by Serre vanishing, there exists a di such that

Rj( fi)∗Fi(d) = 0

for all d ≥ di. In this case, by cohomology and base change, ( fi)∗Fi(d) is locally free of rank
PFs(d) and the basechange map

( fi)∗Fi(d)⊗ k(s)→ H0(Xs,Fs(d))

is an isomorphism. Letting N = max{di}, we now have the following:

(1) There are finitely many polynomials P1, . . . , Pm such that for each s ∈ S, PFs(d) = Pi(d)
for some i;
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(2) Hi(Xs,Fs(d)) = 0 for all d ≥ N;

(3) f∗F (d)⊗ k(s) ∼= H0(Xs,Fs(d)) has dimension Pi(d) for all d ≥ N.

Now we will construct the flattening stratification for F using properties (1), (2) and (3).
Note that the preliminary stratification into reduced strata Vi above was just an auxillary
tool to prove properties (1), (2) and (3).

Fix n such that deg PFs(d) ≤ n for all s ∈ S which exists by (1).19 We have the following
fact.

Fact 10.5. Let Poln be the set of polynomials over Q of degree at most n. Then for any N,

Poln → Zn+1 (13)
P 7→ (P(N), P(N + 1), . . . , P(N + n)) (14)

is a bijection.

Now we can apply the flattening stratification in the special case of the coherent sheaves
{Ei := f∗F (N + i)}n

i=0 on S. Thus for each i and e, we have a stratum Wi,e that is universal
for the property that Ei is locally free of rank e. In particular, for any s ∈ Wi,e, by the base
change properties (2) and (3), we have e = rkEi|Wi,e = PFs(N + i). Now for any sequence
(e0, . . . , en) ∈ Zn+1, which by the basic fact corresponds to a polynomial P, we have the
scheme theoretic intersection

W0
P :=

n⋂
i=0

Wi,ei .

By definition, a map ϕ : T → S factors through W0
P if and only if ϕ∗ f∗F (N + i) is locally

free of rank ei = P(N + i) for i = 0, . . . , n. In particular, s ∈ W0
P if and only if PFs(d) = P(d)

and so by finiteness of the Hilbert polynomials, {W0
P} is a finite locally closed stratification

of S which has the correct closed points. However, we need to determine the correct scheme
structure.

By the vanishing condition (2), we know that the formation of f∗F (N + a) is compat-
ible with arbitrary base change for all a ≥ 0. Now for each d ≥ 0, let we can apply the
flattening stratification to the sheaf f∗F (N + n + d)|W0

P
to obtain a locally closed subscheme

Wd
P universal for this sheaf being locally free of rank P(N + n + d). Note that at every closed

point of W0
P, the rank of f∗F (N + n + d) is equal to P(N + n + d) and so Wd

P has the same
underlying reduced subscheme. In particular, it is actually a closed subscheme of W0

P and
so is cut out by some ideal Id

P. Now consider the chain

I1
P ⊂ I1

P + I2
P ⊂ . . . .

By the Noetherian condition, this sequence stabilizes to some ideal I cutting out a closed
subscheme SP ⊂ W0

P with the same underlying reduced scheme. Equivalently, SP is the
scheme theoretic intersection of the Wd

P for all d.
Since SP ⊂ W0

P is a homeomorphism of underlying topological spaces, then {SP} is a
finite locally closed stratification of S. By definition, ϕ : T → S factors through SP if and
only if for all a ≥ 0,

ϕ∗ f∗F (N + a)
19Actually we already knew this because X ⊂ Pn

S for some n and we can take this n. However, this is only
because we are using a stronger version of projectivity in this class.
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is locally free of rank P(N + a) but by the base change property,

ϕ∗ f∗F (N + a) = ( fT)∗FT(N + a).

Therefore, ϕ : T → S factors through SP if and only if ( fT)∗FT(N + a) is locally free of rank
P(N + a) for all a ≥ 0 if and only if FT is flat over T with Hilbert polynomial P(d) by the
corollary from lecture 5. Thus SP has the required universal property.

10.2 Functoriality properties of Hilbert schemes

10.2.1 Closed embeddings

We proved the following in Step 1 of the construction of Hilbert schemes but its useful
enough to make explicit.

Proposition 10.6. Let i : X → Y be a closed embedding of projective S-schemes for S noetherian.
Then there is a natural closed embedding i∗ : HilbP

X/S → HilbP
Y/S.

10.2.2 Base-change

Let f : X → S be a projective morphism to a noetherian scheme and S′ → S any
morphism. Consider the pullback

X′ //

f ′
��

X

f
��

S′ // S.
Note that f ′ is projective. Suppose E is any coherent sheaf on X and let E ′ be the pullback of
E to X′. The following is clear from the definition of the Quot functor.

Proposition 10.7. The following is a pullback square of functors.

QE ′,X′/S′ //

��

QE ,X/S

��
S′ // S

In particular, we conclude that

QuotE ′,X′/S′
∼= QuotE ,X/S ×S S′

10.2.3 Pullbacks

Let f : X → Y be a flat morphism of projective S-schemes. Since flatness and the Hilbert
polynomial are stable under base-change, we have the following:

Proposition 10.8. There is a pullback morphism

f ∗ : HilbY/S → HilbX/S

induced by taking a closed subscheme Z ⊂ T ×S Y to the pullback g−1(Z) ⊂ T ×S X.

Proof. Since f : X → Y is flat, then so is fT : T ×S X → T ×S Y and so g−1(Z) → Z is also
flat. Then the composition g−1(Z)→ Z → T is also flat and so is an element of HilbP

X/S(T).
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10.2.4 Pushforwards

Let f : X → Y be a morphism of projective S-schemes. We can ask if there is a “push-
forward” map f∗ in general. We saw above there is if f is a closed embedding.

Let us consider the diagram

Z �
� i //

p
##

T ×S X

��

fT // T ×S Y

xxT
where p : Z → T is an element of HilbX/S(T). The question is whether the composition
fT ◦ i : Z → T ×S Y is a closed embedding and thus gives an element of HilbY/S(T) which
we can use to define f∗(p : Z → T). Of course this won’t be true in general but it turns out
it holds on an open subscheme of HilbX/S.

Theorem 10.9. There exists a universal open subscheme HilbX→Y/S ⊂ HilbX/S on which f∗ de-
fined by Z ⊂ T ×S X maps to fT ◦ i : Z → T ×S Y gives a morphism

f∗ : HilbX→Y/S → HilbY.

Proof. Equivalently, we want to show there exists an open subscheme U ⊂ HilbX/S such that
a morphism ϕ : T → HilbX/S coresponding to a closed subscheme i : Z ⊂ T ×S X factors
through U if and only if the composition fT ◦ i : Z → T×S Y is a closed embedding. Indeed
if such a subscheme exists its clearly universal and then fT ◦ i is an element of HilbY/S such
Z → T is flat and proper regardless of embedding. Now the existence of this U = HilbX→Y/S
follows from applying the next lemma to the universal map g := fHilbX/S◦i.

HilbX/S ×S X

''

Z? _ioo

��

g
// HilbX/S ×S Y

ww
HilbX/S

Lemma 10.10. Let p : Z → T and q : Y → T be projective T-schemes with p flat and let g : Z → T
a morphism. Then there exists an open subscheme U ⊂ T such that ϕ : T′ → T factors through U if
and only if ϕ∗g : ZT′ → YT′ is a closed embedding.

Proof. Since Z and Y are projective, the morphism g is proper and so we may replace Y by
the image of g and assume without loss of generality that Y is the scheme theoretic image of
g. Then g is a closed embedding if and only if it is an isomorphism and so the result reduces
to the lemma proved during our study of Hom-schemes.

11 Weil restriction, quasi-projective schemes

11.1 Weil restriction of scalars

Let S′ → S be a morphism of schemes and X → S′ an S′-scheme. The Weil restriction of
scalars RS′/S(X), if it exists, is the S-scheme whose functor of pointsis given by

HomS(T, RS′/S(X)) = HomS′(T ×S S′, X).
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Classically, the restriction of scalars was studied in the case that S′ → S is a finite extension
of fields k ⊂ k′. In this case, RS′/S(X) is roughly given by taking the equations of X/k′ and
viewing that as equations over the smaller field k.

Theorem 11.1. Let f : S′ → S be a flat projective morphism over S Noetherian and let g : X → S′

be a projective S′-scheme. Then the restriction of scalars RS′/S(X) exists and is isomorphic to the
open subscheme HilbP

X→S′/S ⊂ HilbP
X/S where P is the Hilbert polynomial of f : S′ → S.

Proof. Note that HilbP
S′/S = S with universal family given by f : S′ → S. Then on HilbP

X→S/S′

we have a well defined pushforward

g∗ : HilbP
X→S′/S → S

given by composing a closed embedding i : Z ⊂ T ×S X with gT : T ×S X → T ×S S′.
On the other hand, since the Hilbert polynomials agree, then the closed embedding gT ◦
i : Z → T ×S S′ must is a fiberwise isomorphism and thus an isomorphism. Therefore,
gT ◦ i : Z → T ×S X = (T ×S S′)×S′ X defines the graph of an S′ morphism

T ×S S′ → X.

This gives us a natural transformation

HilbP
X→S′/S → HomS′(−×S S′, X). (15)

On the other hand, a T-point of the right hand side, ϕ ∈ HomS′(T×S S′, X), gives us a graph

Γϕ ⊂ T ×S S′ ×S′ X

which maps isomorphically to T ×S S′. Since S′ → S is flat, so is Γϕ → T and thus defines
an element of HilbP

X→S′/S(T) giving an inverse to (15).

11.2 Hilbert and Quot functors for quasi-projective schemes

Next, we will generalize Hilbert and Quot functors to quasi-projective morphisms f :
X → S. Given a coherent sheaf E on X, we define the Quot functor just as before.

QE ,X/S(T) = {q : ET � F | F flat and proper over T}

Theorem 11.2. Let f : X → S be a quasi-projective morphism over S noetherian and let E be a
coherent sheaf on X. Then

QE ,X/S =
⊔
QP
E ,X/S

over Hilbert polynomials P and each componentQP
E ,X/S is representable by a quasi-projective scheme

over S.

Proof. Since f : X → S is quasi-projective, there is a projective g : Y → S and an open
embedding i : X → Y such that the diagram

X i //

f ��

Y

g
��

S

commutes.
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Lemma 11.3. There exists a coherent sheaf E ′ on Y such that E ′|X = E .

Proof. Exercise.

Given an element (q,F ) ∈ QP
E ,X/S(T), we can consider the composition q′ : E ′ →

E|X → F , an object of QP
E ′,Y/S(T). This gives us a natural transformation

QP
E ,X/S → QP

E ′,Y/S.

We wish to show this is an open embedding. This follows from the following lemma.

Lemma 11.4. Let p : Y → S be a proper morphism, Z ⊂ Y a closed subscheme, and F a coherent
sheaf on Y. Then there exists an open subscheme U ⊂ S such that a morphism ϕ : T → S factors
through U if and only if the support of the sheaf FT on YT is disjoint from the closed subscheme ZT.

Proof. Exercise.

Now we apply the lemma to F P
E ′,Y/S the universal sheaf on p : QuotP

E ′,Y/S ×S Y →
QuotP

E ′,Y/S with the closed subscheme Z being the complement of the open subscheme
QuotP

E ′,Y/S ×S X. Then we get an open

U ⊂ QuotP
E ′,Y/S

such that ϕ : T → QuotP
E ′,Y/S factors through U if and only if the support of FT lies in XT.

This is precisely the subfunctor QP
E ,X/S so we conclude this subfunctor is representable by

the quasi-projective scheme U.

11.2.1 Hironaka’s example

The Hilbert functor need not be representable by a scheme outside of the quasi-projective
case. Indeed we have the following example due to Hironaka. For simplicity, we will work
over the complex numbers.

Let X be a smooth projective 3-fold with two smooth curves C and D intersecting trans-
versely in two points x and y. Consider the open subset Ux = X \ x and let Vx be the variety
obtained by first blowing up C \ x inside Ux, then blowing up the strict transform of D \ x
inside the first blowup. Similarly, let Uy = X \ y and let Vy be obtained by first blowing up
D \ y then blowing up the strict transform of C \ y.

Let πx, πy be the natural morphisms from the blowups to the open subsets of X. Then
by construction π−1

x (Ux ∩ Uy) ∼= π−1
y (Ux ∩ Uy) so we can glue them together to obtain a

variety Y with a morphism π : Y → X.

Claim 11.5. The variety Y is proper but not projective.

Proof. The morphism π is proper by construction so Y is proper. Let l and m be the preim-
ages of a general point on C and D respectively. These are algebraic equivalence classes of
curves on Y. The preimage π−1(x) is a union of two curves lx and mx where m ∼alg mx and
l ∼alg lx + mx. Similarly, π−1(y) is a union of ly and my where l ∼alg ly and m ∼alg ly + my.
Putting this together, we get lx + my ∼alg 0. But lx and my are irreducible curves so if Y
is projective, it would have an ample line bundle which has positive degree on lx + my, a
contradiction.
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Now we pick X, C and D such that X has a a fixed point free involution τ which sends
C to D and x to y. Then τ lifts to an involution on Y. We will study quotients of varieties in
more detail later, but for now we can consider the quotient Y/τ as a complex manifold.

Claim 11.6. The quotient Y/τ is not an algebraic variety.

Proof. Let l′, m′, l0, and m0 be the images under Y → Y/τ of l, m, lx and mx respectively,
viewed as homology classes. Note that ly and my map to the same classes. Then the algebraic
equivalences show the following equalities of classes in homology:

[m0] = [m′] = [l′] = [m0] + [l0]

which implies that the homology class of l0 vanishes.
Suppose Y/τ is a variety let t ∈ l0 be a point. Let U be an affine open neighborhood

of t in Y/τ. Pick an irreducible surface S0 ⊂ U passing through t but not containing l0 ∩U,
and S be the closure of S0 in Y/τ. Then on the one hand, the intersection number S ∩ l0 > 0
since its the intersection of two irreducible subvarieties meeting at a finite number of points,
but on the other hand S ∩ l0 = 0 since [l0] = 0, a contradiction.

Claim 11.7. The Hilbert functorHY/C is not representable by a scheme.

Proof. Let R ⊂ Y×Y be the closed subset defined as

R = Y×Y/τ Y.

We can consider the action of G = 〈τ〉 ∼= Z/2Z on Y as a morphism m : G× Y → Y. There
is also a projection pY : G × Y → Y. Then the product of these two maps gives a proper
morphism G × Y → Y × Y that is an isomorphism onto R. In particular, the projection
R → Y is flat and proper and so R ⊂ Y × Y defines a flat family of closed subschemes of Y
parametrized by Y, i.e., a morphism

Y → HY/C.

Suppose the latter is representable by a scheme HilbY/C. Since Y is proper so is HilbY/C
20

Then Y → HilbY/C is a proper morphism and so its image Z is a closed subscheme of
HilbY/C. On the other hand, the underlying map complex spaces Y → Z is exactly the quo-
tient map Y → Y/τ since the fibers of R→ Y are exactly the orbits of τ and so Y → HilbY/C

sends a point to its orbit. This contradicts the fact that Y/τ is not a scheme.

12 The Picard functor

12.1 Picard groups

Our goal now is to study the representability properties of the Picard functor. Recall the
definition of the Picard group.

Definition 12.1. Let X be a scheme. The Picard group Pic(X) is the set of line bundles (or invertible
sheaves) on X with group operation given by tensor product.

Recall the following well known fact.

Lemma 12.2. There is a canonical isomorphism Pic(X) ∼= H1(X,O∗X).
20Note that the proof of properness was purely functorial and did not require representability or projectivity.
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12.2 Picard functors

Let f : X → S be a scheme over S. We want to upgrade the Picard group to a functor
on SchS. Since line bundles pull back to line bundles, we have a natural functor given by

T 7→ Pic(XT).

Thus functor is the absolute Picard functor.
It is natural to ask if this functor is representable. It turns out this is not the case.

Claim 12.3. The absolute Picard functor is not a sheaf.

Proof. Let L be a line bundle on T such that f ∗T L is not trivial. Let {Uα} be an open cover of
T that trivializes the bundle L. Then the pullback of f ∗T L to XUα is trivial and so L is in the
kernel of the map

Pic(XT)→ Pic

(⊔
α

XUα

)
= ∏

α

Pic(XUα).

Since the problem is the line bundles pulled back from the base scheme T, one proposed
way to fix this is the following definition of the relative Picard functor.

Definition 12.4. The relative Picard functor PicX/S : SchS → Set is given by

PicX/S(T) = Pic(XT)/ f ∗TPic(T)

where f ∗T : Pic(T)→ Pic(X) is the pullback map.

The representability of PicX/S is still a subtle question and even the sheaf property is
subtle and doesn’t always hold. However, it does under some assumptions.

Definition 12.5. We call a proper morphism f : X → S an algebraic fiber space if the natural map
OS → f∗OX is an isomorphism. We say it is a universal algebraic fiber space if for all T → S, the
natural morphism OT → ( fT)∗OXT is an isomorphism. 21

Proposition 12.6. Suppose f : X → S is a universal algebraic fiber space and that there exists a
section σ : S→ X.22 Then PicX/S is a Zariski sheaf.

Proof. Let us consider the Zariski sheafification PicX/S, Zar of PicX/S. This is the sheafification
of the functor

T 7→ H1(XT,O∗XT
).

If we restrict this to the category of open subschemes of a fixed T, what we get is the sheaf

R1( fT)∗O∗XT
.23

21Some sources in the literature require algebraic fiber spaces to be projective not just proper morphisms.
22That is, σ is a morphism with f ◦ σ = idS.
23Some take this as the definition of the higher direct image functors and then you have to prove their

properties, otherwise you can define the higher direct image functors as derived functors and check they agree
with this sheafification.
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Thus PicX/S, Zar(T) is the global sections of the sheaf R1( fT)∗O∗XT
on T:

PicX/S, Zar(T) = H0(T, R1( fT)∗O∗XT
).

Now consider the Leray spectral sequence

H j(T, Ri( fT)∗O∗XT
) =⇒ Hi+j(XT,O∗XT

).

There is a 5-term exact sequence associated to any spectral sequence which in this case is
given by

0→ H1(T, ( fT)∗O∗XT
)→ H1(X,O∗XT

)→ H0(T, R1( fT)∗O∗XT
)

→ H2(T, ( fT)∗O∗XT
)→ H2(X,O∗XT

).

Since f is a universal algebraic fiber space, ( fT)∗O∗XT
∼= O∗T and so the first map in the exact

sequence can be identified with the pullback

f ∗T : Pic(T)→ Pic(XT).

Thus we have an exact sequence

0→ Pic(T)→ Pic(XT)→ PicX/S, Zar(T).

We want to show that the last map above is surjective so that

PicX/S, Zar(T) = Pic(XT)/Pic(T) = PicX/S(T).

By exactness, it suffices to show that

H2(T, ( fT)∗O∗XT
)→ H2(X,O∗XT

)

is injective. This map is given by pulling back by fT. Since fT has a section given by σT, then
we have

σ∗T ◦ f ∗T = id : H2(T, ( fT)∗O∗XT
)→ H2(T, ( fT)∗O∗XT

).

Therefore f ∗T is injective.

Remark 12.7. In the simplest case when S = Spec k is the spectrum of a field, the condition that
f : X → S is a unviersal algebraic fiber space is equivalent to X being geometrically connected and
geometrically reduced. The condition that there exist a section σ : S → X is exactly saying that X
has a k-rational point. Note that this is always true after a separable field extension of k, that is, it
holds étale locally. This suggests that to study the relative Picard functor in greater generality, one
should consider the sheafification of PicX/S in the étale topology. Indeed it turns out that in the most
general setting one should consider the fppf24 sheafification of PicX/S. In the setting above where
there exists a section, PicX/S is already an étale and even fppf sheaf. To avoid getting into details of
Grothendieck topologies and descent theory at this point in the class, we will stick with the case where
a section σ exists.

24faithfully flat and of finite presentation
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12.3 Some remarks and examples

Note that the relative Picard functor has the same k-points as the absolute Picard func-
tor:

PicX(k) = Pic(Xk) = Pic(Xk)/Pic(Spec k) = PicX/S(k).

Thus the points of the relative Picard scheme of f : X → S, if it exists, can be identified with
line bundles on the fibers Xs of f . The difference between PicX and PicX/S is only in how we
glue together fiberwise line bundles into line bundles on the total space X.

Even when PicX/S is a Zariski sheaf, it may still exhibit some pathologies.

Example 12.8. (The Picard functor is not separated.) Let

X = {t f (x, y, z)− xyz = 0} ⊂ P3
A1

t

be a family of cubic curves in the plane over k = k an algebraically closed field, where f (x, y, z) is a
generic cubic polynomial so that the generic fiber of the projection f : X → A1

t = S is smooth and
irreducible. Note that f is a universal algebraic fuber space and we can pick f (x, y, z) appropriately
so that a section σ exists. The special fiber at t = 0, given by V(xyz), is the union of three lines l1, l2
and l3. We will show that in this case, PicX/S fails the valuative criteria for the property of being
separated.

Indeed suppose L0 is a line bundle on X \ X0 viewed as an element of PicX/S(A
1 \ 0) and

suppose there exists some line bundle L on X such that L|X\X0
gives the same element of PicX/S(A

1 \
0) as L0. Explicitly, this means that there exists some line bundle G on A1 \ 0 such that

L|X\X0
⊗ f ∗G = L0.

Then we claim that the twist L(li) = L⊗OX(li) by a component li of the central fiber gives another
element of PicX/S(A

1 \ 0) extending L0 that is not equal to L. In particular, the map PicX/S(A
1)→

PicX/S(A
1 \ 0) is not injective and so the valuative criterion fails.

To verify the claim, note that OX(li)|X\X0
∼= OX0 and so L(li) does indeed give an extension of

L0 in PicX/S. On the other hand, L and L(li) give the same element of PicX/S(A
1) if and only of

OX(li) is pulled back from A1 which does not hold since the restriction to the scheme theoretic fiber
OX(li)| f−1({t = 0}) is a nontrivial line bundle.

This example shows that to get a well behaved relative Picard functor, we should restrict
to the case that the fibers of f : X → S are integral. Indeed if the fibers are integral, then
any fiber component OX(F) that we can twist by is pulled back from the base and so this
problem doesn’t occur.

Example 12.9. (The Picard functor need not be universally closed.) Let X = {y2z− x2(x− z) = 0}
in P3

k with S = Spec k for k = k. Then f : X → Spec k is a universal algebraic fiber space and it
has a section given by the rational point [0, 1, 0]. Consider the subscheme D ⊂ A1 ×k X given by
the graph of the morphism

ϕ : A1 → X, t 7→ [t2 + 1, t(t2 + 1), 1].

Let t± = ±
√
(−1), U = A1 \ {t+, t−}, and XU = X \ {Xt+ ∪ Xt−}. Then D|U ⊂ XU is

contained in the regular locus of XU = U × X and so the ideal sheaf of D|U is a line bundle denoted
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OXU(−D|U). If an extension of OXU(−D|U) to A1 exists as an element of the relative Picard
functor, then it must be represented by a line bundle on X, and in particular, it must be flat over A1.
On the other hand, we know that the ideal sheaf ID is a flat extension of OXU(−D|U). One can
check that if the extension of OXU(−D|U) exists as an element of the relative Picard functor, it must
be equal to ID up to twisting by a line bundle on the base. Since D → A1 is flat, ID|t± = IDt±

but
Dt± is the closed point [0, 0, 1]. The completed local ring of Xt± at this point is given by kJx, yK/(xy)
and it has maximal ideal (x, y) corresponding to the point [0, 0, 1]. It is easy to see that (x, y) is not
a free kJx, yK/(xy)-module and thus ID is not a line bundle and so no extension of OXU(−D|U) as
an element of the relative Picard functor can exist.

In the above example, what goes wrong is that the flat limit of the given family of line
bundles is not a line bundle, but rather the rank 1 torsion free sheaf IDt±

. Thus suggests that
at least in the case of an integral curve, one can compactify the Picard functor by allowing
such sheaves. We will study this compactified Picard scheme in the case of integral curves lying
on a smooth surface25 later in the class.

12.4 Outline of the proof of the representability theorem

Our goal will be to prove the following theorem.

Theorem 12.10. Let f : X → S be a flat projective morphism with integral fibers such that f is
a universal algebraic fiber space and suppose there exists a section σ : S → X.26 Then the relative
Picard functor PicX/S is a representable by a locally of finite type, separated S-scheme with quasi-
projective connected components.

The proof roughly proceeds in the following steps:

(I) Given a Cartier divisor, that is, a codimension one closed subschemes D ⊂ X with
locally free ideal sheaf ID ⊂ OX, we can dualize to obtain a line bundle L = I−1

D with
section s : OX → L. This gives a set theoretic bijection

{(L, s) | s : OX → L is injective} ↔ {Cartier divisors}.

(II) We define a relative notion of Cartier divisors and prove that the moduli functor
CDivX/S of relative Cartier divisors is representable by an open subscheme of the
Hilbert scheme HilbX/S. In particular, we have a disjoint union

CDivX/S =
⊔
P

CDivP
X/S

over Hilbert polynomials where each component is quasi-projective.

(III) Using the bijection in (I), we construct a morphism of functors

CDivP
X/S → PicP1

X/S

which on k-points is given by (D ⊂ Xk) 7→ L = I−1
D . Here P1 is the Hilbert polynomial

of I−1
D which depends only on the Hilbert polynomial P of D and that of f : X → S.

25so-called locally planar curves
26In fact all we will need is that PicX/S is a sheaf.
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Note that since f is flat, any line bundle on XT is flat over T for any T → S and so
there is a disjoint union

PicX/S =
⊔
P

PicP
X/S.

(IV) For a suitable choice of P and P1, after twisting by a large enough multiple of OX(1),
the map

CDivP
X/S → PicP1

X/S

is the quotient of CDivP
X/S in the category of sheaves by a proper and smooth (and in

particular flat) equivalence relation.

(V) We will study proper and flat equivalence relations and show that the quotient of
a quasi-projective scheme by such equivalence relation exists as a quasi-projective
scheme. This uses the existence of Hilbert schemes.

13 Relative effective Cartier divisors

13.1 The universal line bundle on PicX/S

Recall last time we defined for an S-scheme f : X → S the relative Picard functor

PicX/S : SchS → Set T 7→ coker(Pic(T)→ Pic(XT)).

Under the assumption that f is a universal algebraic fiber space27 and f admits a section
σ : S→ X, we showed that PicX/S is a Zariski sheaf.

Our main goal will be to show the following:

Theorem 13.1. Let f : X → S be a flat projecitve scheme over S Noetherian. Suppose S is a universal
algebraic fiber space and admits a section σ : S→ X and that the fibers of f are geometrically integral.
Then PicX/S is representable by a locally of finite type scheme over S with quasi-projective connected
components.

Note that the elements of PicX/S(T) are not line bundles, but rather equivalence classes
of line bundles under the equivalence given by tensoring by line bundles from the base T.
In particular, even if the relative Picard functor is representable, it is not immediate that
there exists an actual line bundle on PicX/S ×S X that pulls back to the appropriate class in
PicX/S(T) for all T. To show this, let us introduce the following variant of the relative Picard
functor.

Definition 13.2. Let f : X → S be a universal algebraic fiber space with section σ : S → X. The
σ-rigidified Picard functor is the functor

PicX/S,σ : SchS → Set

such that

PicX/S,σ(T) = {(L, α) | L is a line bundle on XT, α : OT → σ∗T L is an isomorphism}/ ∼
27For any T → S, ( fT)∗OXT = OT . Note this holds in particular if f is projective and the fibers of are

geometrically integral.
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where (L, α) ∼ (L′, α′) if and only if there exists an isomorphism ε : L→ L′ such that σ∗Tε ◦ α = α′.
PicX/S,σ is made into a functor by pullback.

Remark 13.3. Using the σ-rigidification and the assumptions on f one can check directly that
PicX/S,σ is a sheaf in the Zariski topology. In fact under these assumptions it is even a sheaf in
the fppf topology.

Proposition 13.4. Suppose f : X → S is a universal algebraic fiber space with section σ. Then
PicX/S,σ

∼= PicX/S as functors.

Proof. There is a natural transformation

PicX/S,σ → PicX/S

given by forgetting the data of α and composing with the projection PicX → PicX/S from
the absolute Picard functor. On the other hand, given an element PicX/S(T) represented by
some line bundle L on XT, the line bundle

L⊗ ( fT)
∗σ∗L−1

has a canonical rigidification given by the inverse of the isomorphism

σ∗L⊗ σ∗L−1 → OT

and this gives an inverse
PicX/S(T)→ PicX/S,σ.

Corollary 13.5. Suppose f : X → S is a universal algebraic fiber space with section σ : S → X.
Assume that the relative Picard functor is representable. Then there exists a σPicX/S-rigidified line
bundle P on X×S PicX/S that is universal in the following sense. For any S-scheme T and any line
bundle L on XT, let ϕL : T → PicX/S be the corresponding morphism. Then ϕ∗LP is σT-rigidified
and

L ∼= ϕ∗LP ⊗ f ∗T M

for some line bundle M on T. In particular, if T = Spec k, then for any k-point [L] ∈ PicX/S(k),
P|Xk

∼= L.

13.2 Relative Cartier divisors

Recall that an effective Cartier divisor D ⊂ X is a closed subscheme such that at each
point x ∈ D, OD,x = OX,x/ fx where fx ∈ OX,x is a regular element. That is, D is a pure
codimension one locally principal subscheme. Then the ideal sheaf of D is a line bundle
OX(−D) and the inclusion OX(−D) ∼= ID ↪→ OX induces a section

sD : OX → OX(D)

of the dual line bundle OX(D) which is everywhere injective.

50



Definition 13.6. Let L be a line bundle. A section s ∈ H0(X, L) is regular if s : OX → L is
injective. Two pairs (s, L) and (s′, L′) of line bundles with regular sections are said to be equivalent
if there exists an pair (α, t) where

α : L→ L′

is an isomorphism of line bundles and t ∈ H0(X,O∗X) is an invertible function such that α(a) = ts′.

Given a line bundle and a regular section (s, L), the vanishing locus V(s) is an effective
Cartier divisor with ideal sheaf s∨ : L−1 ↪→ OX and in this way we have a bijection

{effective Cartier divisors} ↔ {(s, L) | s is a regular section}/ ∼

where ∼ is the equivalence relation on pairs (s, L) given above. We wish to consider the
relative notion.

Definition 13.7. Let f : X → S be a morphism of schemes. A relative effective Cartier divisor is an
effective Cartier divisor D ⊂ X such that the projection D → X is flat.

We will show that this notion is well behaved under base-change by any S′ → S.

Lemma 13.8. Suppose D ⊂ X is a relative effective Cartier divisor for f : X → S. For any S′ → S,
denote by f ′ : X′ → S′ the pullback. Then D′ = S′ ×S D ⊂ X′ is a relative effective Cartier divisor
for f ′.

Proof. Flatness of D′ → S′ is clear. We need to check that D′ is cut out at each local ring
OX′,x′ by a regular element. Let x be the image of x′ and consider the exact sequence

0→ OX,x → OX,x → OD,x → 0

where the first map is multiplication by the regular element fx. Pulling back along S′ → S
gives us a sequence

0→ OX′,x′ → OX′,x′ → OD′,x′ → 0

which is exact since OD,x is flat so the Tor term on the left vanishes. The first map is multi-
plication by f ′x, the pullback of fx. Since it is injective, f ′x is a regular element.

Corollary 13.9. Let f : X → S be a flat morphism and D ⊂ X a subscheme flat over S. The
following are equivalent:

(a) D is a relative effective Cartier divisor;

(b) Ds ⊂ Xs is an effective Cartier divisor for each s ∈ S.

Proof. (a) =⇒ (b) by the previous lemma. Suppose (b) holds. We need to show that for all
x ∈ X, OD,x = OX,x/ fx where fx is a regular element. By (b), we have that OD,x ⊗ k(s) =
OX,x ⊗ k(s)/ f̄x where f̄x is a regular element of OX,x ⊗ k(s) = OXs,x. Now by Nakayama’s
lemma we can lift this to an generator fx of ID so that OD,x = OX,x/ fx and fx a regular
element.
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Now we can define the functor

CDivX/S : SchS → Set

given by
CDivX/S(T) = {relative effective Cartier divisors D ⊂ XT}

Proposition 13.10. Let f : X → S be a flat and projective morphism over a Noetherian scheme
S. Then CDivX/S is representable by an open subscheme of HilbX/S. If moreover f is a smooth
morphism, then CDivX/S is proper over S.

Proof. Since an element CDivX/S(T) is a closed subscheme D ⊂ XT which is flat and proper
over T, CDivX/S is a subfunctor of HilbX/S. We need to show that the inclusion CDivX/S →
HilbX/S is an open subfunctor.

That is, suppose D ⊂ XT is flat and proper over T. We need to show there exists an
open subset U ⊂ T such that ϕ : T′ → T factors through U if and only if DT′ ⊂ XT′ is an
effective Cartier divisor which by the previous lemma is equivalent to the the requirement
that Dt ⊂ Xt is an effective Cartier divisor for each t ∈ T′.

Toward this end, let H be the union of irreducible components of HilbX/S which contain
the image of CDivX/S and let D ⊂ X ×S H = XH be the universal proper flat cloesed
subscheme over H. Note that the non-Cartier locus of D ⊂ XH is exactly the locus where
ID is not locally free of rank 1. Since XH is locally Noetherian and ID is coherent, the locus
where ID is locally free of rank 1 is locally closed by the locally free stratification (special
case of flattening). On the other hand, for any point x ∈ XH \ D, ID,x = OX,x is free of rank
1 and thus the stratum contains a dense open subscheme of XH.28 Therefore this stratum is
in fact open. Let Z ⊂ XH be its complement so that x ∈ Z if and only if D is not Cartier at
x ∈ X.

Now we let
U := H \ fH(Z) ⊂ H.

Then U is open since fH is proper and t ∈ U if and only if for all x ∈ Xt, D is Cartier at x if
and only if Dt ⊂ Xt is an effective Cartier divisor (by the prevoius lemma). Then a T-point
of H factors through U if and only if for all t ∈ T, Dt ⊂ Xt is an effective Cartier divisor if
and only if DT ⊂ X is an effective Cartier divisor so U represents the subfunctor CDivX/S.

Suppose now that f is smooth. We will use the valuative criterion. Let T = Spec R be
the spectrum of a DVR with generic point η = Spec K and closed point 0 ∈ T and let Dη be
an η point of CDivX/S. By properness of the Hilbert functor, we know there exists a unique
D ⊂ HilbX/S(T) such that D|η = Dη. We need to check that D ⊂ XT is in fact a relative
effective Cartier divisor. This is equivalent to D0 ⊂ X0 being Cartier. By flatness over a DVR,
the subscheme D has no embedded points and is pure of codimension 1 since Dη is pure of
codimension 1. Thus D0 ⊂ X0 is a pure codimension 1 subscheme with no embedded points.
Since X0 is smooth, the local rings are UFDs and by a fact of commutative algebra, height
1 primes on UFDs are principal and thus ID0,x is a principal ideal of OX0,x generated by a
regular element for each x ∈ X0.

28Why is XH \ D dense in XH? This is clear if we add the assumption that the fibers of f : X → S are
integral. In general I want to use the fact that H is the union of components with Hilbert polynomial equal to
that of a Cartier divisor to show that XH \ D is dense inside each irreducible component of each fiber. For our
purposes we can assume the fibers of f : X → S are integral since that is the only case we will consider when
constructing Picard schemes.
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Example 13.11. (A non-proper space of effective Cartier divisors) Let X ⊂ P3
A1

t
be defined by the

following equation.
t(xw− yz) + x2 − yz = 0

For t 6= 0, this is the smooth quadric surface which has a family of lines defined by the ideal (x, y).
Since Xt is smooth this is a Cartier divisor. However, over t = 0, X0 is a singular quadric cone
x2− yz and one can check that the deal (x, y) is not locally principal at the point [0, 0, 0, 1]. Therefore
this family of lines gives an element in CDivX/A1(A1 \ 0) which does not extend to CDivX/A1(A1).

14 The Abel-Jacobi map

14.1 Representable morphisms

Throughout the course we have used the notion of a subfunctor being an open or closed
subfunctor. This is a special case of the notion of representable morphism between functors.

Definition 14.1. Let F, G be two functors SchS → Set. A morphism F → G between functors is
said to be representable by schemes if for any scheme T and any morphism T → G, the pullback of
functors T ×G F is representable by a scheme.

Using Yoneda’s lemma, the morphism F → G is representable by schemes if and only
if the following condition holds. Given an element ξ ∈ G(T), there exists a scheme T′ and
a morphism T′ → T such that for any scheme T′′ and any morphism ϕ : T′′ → T, ϕ factors
through T′ if and only of ξT′′ ∈ G(T′′) is the image of an element ζ ∈ F(T′′). From this it
is clear that open and closed subfunctors are representable morphisms. More generally, we
can define the following properties for representable morphisms.

Definition 14.2. For any of the following properties, we say that a morphism of functors F → G is
representable by P if and only if F → G is representable by schemes and for all T → G, the morphism
T ×G F → T has property P :

(a) P = “closed embeddings”,

(b) P = “open embeddings”,

(c) P = “affine morphisms”,

(d) P = “projective bundles”29,

(e) P = “proper morphisms”,

(f) P = “flat morphisms”,

(g) P = “smooth morphisms”,

(h) P = “finite morphisms”,

29Recall that a projective bundle on a scheme S is an S-scheme of the form P(E) for E a coherent sheaf on S.

53



(i) P = “étale morphisms”.

Remark 14.3. In fact this definition makes sense for any property P of morphisms such that (1) P is
stable under base change, and (2) the property can be checked for a morphism of schemes after taking
a Zariski open cover of the target30. More generally, one can work with algebraic spaces or algebraic
stacks and then one can ask for morphisms of (pseudo)functors31 to be representable by schemes, or by
algebraic spaces, or by algebraic stacks. Then it makes sense for such morphisms to be representable
by P for any property that is fppf or fpqc local on the target.

14.2 The Abel-Jacobi map

Recall last time we constructed the moduli space CDivX/S of relative effective Cartier
divisors for any flat and projective f : X → S over a Noetherian scheme S. The elements
of CDivX/S(T) are Cartier divisors D ⊂ XT which are flat over T. Then the ideal sheaf
OXT(−D) of D is a line bundle on XT with dual OXT(D). We wish to show that sending D
to OXT(D) defines a natural transformation of functors CDivX/S → PicX/S.

Proposition 14.4. The natural map

CDivX/S(T)→ PicX/S(T)

given by (D ⊂ XT) 7→ [OXT(D)] is a natural transformation of functors CDivX/S → PicX/S.

Proof. We need to check this map is functorial in T. Each side is made into a functor under
pullback so concretely, we need to check that for any ϕ : T′ → T, OXT′

(DT′) = ϕ∗OXT(D)
up to twisting by a line bundle pulled back from T′. Now OD is flat over T, so pulling back
the ideal sequence

0→ OXT(−D)→ OXT → OD → 0

gives
0→ ϕ∗OXT(D)→ OXT′

→ ODT′
→ 0

so in particular, ϕ∗OXT(−D) = OXT′
(−DT′). Now since OXT(−D) is locally free, we have

ϕ∗OXT(D) = ϕ∗OXT(−D)−1 = OXT′
(−DT′)

−1 = OXT′
(DT′)

as required.

This map is often called the Abel-Jacobi map and is denoted by

AJX/S : CDivX/S → PicX/S.

Let us study the fibers of AJX/S over a k-point. A k-point t ∈ PicX/S(k) for Spec k → S
a point of S corresponds to a line bundle L on Xk. Then by the bijection between Cartier
divisors and line bundles with regular sections up to isomorphism, the fiber AJ−1

X/S(t) is the
set of pairs (s, L) where s : OX ↪→ L is a regular section up to scaling:

AJ−1
X/S(t) = H0(Xk, L)reg/H0(Xk,O∗Xk

).

If Xk is geometrically integral, then every nonzero section is regular and we have AJ−1
X/S(t) =

P(H0(Xk, L)) is a projective space. This observation is generalized by the following theorem.
30That is, the property is local on the target.
31Functors to the category of groupoids rather than to sets. We will discuss this in more detail later.
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Theorem 14.5. Suppose f : X → S is a flat projective universal algebraic fiber space with section
σ : S→ X. Suppose further that the fibers of f are geometrically integral. Then the Abel-Jacobi map
AJX/S : CDivX/S → PicX/S is representable by a projective bundle. More precisely, for any scheme
T and T-point ϕL : T → PicX/S corresponding to a line bundle L on XT, there exists a coherent
sheaf E on T such that the pullback AJ−1

X/S(T) → T is isomorphic to the projective bundle P(E)
over T. Moreover, if R1( fT)∗L = 0, then (1) ( fT)∗L commutes with base change, (2) E and ( fT)∗L
are locally free and dual to each other, and (3) the formation of E commutes with base change. In
particular, if R1( fT)∗L = 0 for all T-points, then AJX/S is representable by smooth morphisms.

To prove this theorem, we will use the following proposition, which is on problem set
2, and follows from the existence of the Grothendieck complex.

Proposition 14.6. Let f : X → S be a proper morphism over a Noetherian scheme S and let F be a
coherent sheaf on X which is flat over S. Then there exists a coherent sheaf Q on S with a functorial
isomorphism

θG : f∗(F ⊗ f ∗G)→ HomS(Q,G).

Corollary 14.7. Suppose R1 f∗F = 0 so that f∗F is locally free and commutes with base change by
cohomology and base change. Then Q is locally free and is dual to f∗F . In particular, the formation
of Q commutes with base change.

Proof. Apply the proposition to the special case G = OS and use that dualizing commutes
with tensor products for locally free modules.

Remark 14.8. Note that by definition, PicX/S is compatible with base change in the following sense.
For any S′ → S such that f ′ : X′ → S′ is the pullback of f : X → S,

PicX′/S′ = PicX/S ×S S′

as functors. Moreover, if f satisfies any of the above assumptions then so does f ′. Note also that
CDivX/S ×S S′ = CDivX′/S′ . Indeed we already discussed the Hilbert schemes have this property
and since the condition of being a relative effective Cartier divisor is compatible with base change, the
claim follows. Then it is clear to see from the definition of AJX/S ×S S′ = AJX′/S′ .

Proof. (Proof of theorem) By the remark, we may suppose that T = S. Let ϕL : S→ PicX/S be
an S-point corresponding to the class of a line bundle L on X32 Then the pullback AJ−1(ϕL)
by definition is the functor which we will denote D[L] that takes an S-scheme T to the set of
relative effective Cartier divisors D ⊂ XT such that OXT(D) = LT ⊗ f ∗T M where M is some
line bundle on T.

Since f is a universal algebraic fiber space, f ∗T : Pic(T)→ Pic(XT) is injective thus if M′

is some other line bundle such that OXT(D) = LT ⊗ f ∗T M′, then f ∗T M ∼= f ∗T M′ so M ∼= M′.
Thus M is unique up to isomorphism and D corresponds to a regular section s of LT ⊗ f ∗T M.
Equivalently, s is a regular section of ( fT)∗(LT ⊗ f ∗T M). By the proposition, since L is flat
there exists a coherent sheaf Q along with a functorial isomorphism

f∗(L⊗ f ∗G) = HomS(Q,G)

for all quasi-coherent G on S. We will show next time that E = Q is our required sheaf.
32Here is where we are using the assumption that σ has a section so that T-points correspond to actual line

bundles on XT . Otherwise, we would need to sheafify and thus T-points would correspond to line bundles on
some cover T′ → T.
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15 The Abel-Jacobi map (cont.), boundedness, quotients by
equivalence relations

15.1 AJX/S is representable by projective bundles

Recall last time we defined the Abel-Jacobi map

AJX/S : CDivX/S → PicX/S

by (D ⊂ XT) 7→ OXT(D). We are proving the following.

Theorem 15.1. Suppose f : X → S is a flat projective universal algebraic fiber space with section
σ : S→ X. Suppose further that the fibers of f are geometrically integral. Then the Abel-Jacobi map
AJX/S : CDivX/S → PicX/S is representable by a projective bundle. More precisely, for any scheme
T and T-point ϕL : T → PicX/S corresponding to a line bundle L on XT, there exists a coherent
sheaf E on T such that the pullback AJ−1

X/S(T) → T is isomorphic to the projective bundle P(E)
over T. Moreover, if R1( fT)∗L = 0, then (1) ( fT)∗L commutes with base change, (2) E and ( fT)∗L
are locally free and dual to each other, and (3) the formation of E commutes with base change. In
particular, if R1( fT)∗L = 0 for all T-points, then AJX/S is representable by smooth morphisms.

Proof. We have reduced to the case that T = S and are considering an S-point ϕL : S →
PicX/S corresponding to a line bundle L on X. Let D[L] denote the fiber product AJ−1

X/S(ϕL).
We saw that T-point of D[L] corresponds to a line bundle M on T as well as a regular section
of LT ⊗ f ∗T M. Sections of this sheaf are the same as sections of ( fT)∗(LT ⊗ f ∗T M) so we are
led to consider the universal coherent sheaf Q on S such that

f∗(K⊗ f ∗G) = HomS(Q,G)

for all quasi-coherent G on S.
We want to take G to be g∗M for g : T → S the structure morphism33. Since L and M

are locally free, we have the projection formula:

g∗(LT ⊗OXT
f ∗T M) = g∗(g∗L⊗XT f ∗T M) = L⊗OX g∗ f ∗T M.

Now f is flat so by flat base change, we have g∗ f ∗T M ∼= f ∗g∗M. Putting this together, we get

H0(LT ⊗OXT
f ∗T M) = H0(L⊗OX f ∗g∗M) = H0( f∗(L⊗OX f ∗g∗M))

= H0(HomS(Q, g∗M)) = HomS(Q, g∗M) = HomT(QT, M).

In fact if one is more careful about the construction ofQ, one can show that it commutes with
arbitrary base change so that ( fT)∗(LT ⊗ f ∗T M) = HomT(QT, M) as sheaves rather than just
global sections, that is, the universal sheaf from the proposition for LT over T is the pullback
of the one for L over S.

Now the condition that a section s of LT ⊗OXT
f ∗T M is a regular section is equivalent

to st ∈ H0(Xt, Lt) being nonzero for each t ∈ T and thus the corresponding morphism
us : QT → M must be nonzero at each fiber over t ∈ T. Since M is a line bundle, M⊗ k(t) is

33Here we have to assume that g is qcqs so that this pushforward is quasi-coherent. You can convince
yourself that it is enough to prove representability in the category of qcqs S-schemes.
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a rank 1 vector space and so us⊗ k(t) is nonzero if and only if it is surjective. By Nakayama’s
lemma, this implies us is surjective as a map of sheaves for all t ∈ T34. Thus us : QT → M is
a rank 1 locally free quotient of QT. By definition, this is a T point of the projective bundle
P(Q) over S.

On the other hand, given a T-point of P(Q), we can reverse the equalities above to
obtain a locally free quotient u : QT → M corresponding to a section s : OXT → LT ⊗ f ∗T M
which is nonzero on every fiber and thus regular. Therefore the vanishing subscheme D ⊂
XT of s satisfies that for all t ∈ T, Dt ⊂ Xt is a Cartier divisor. We need to check that D → T is
flat so that it is a relative effective Cartier divisor. Then by constructionOXT(D) = LT⊗ f ∗T M
and so D ⊂ XT gives a T-point of D[L]. For flatness, we have the following lemma.

Lemma 15.2. Let f : X → S be a flat morphism of finite type over a Noetherian scheme S and let
D ⊂ X be a closed subscheme such that for each s ∈ S, Ds ⊂ Xs is an effective Cartier divisor. Then
D → S is flat.

Proof. Let x ∈ D ⊂ X with s = f (x). We need to show thatOD,x is a flatOS,s-module. By the
local criterion for flatness, this is equivalent to the vanishing of TorOS,s

1 (k(s),OD,x). Consider
the long exact sequence associated to the ideal sequence

0→ ID,x → OX,x → OD,x → 0.

We have

TorOS,s
1 (k(s),OX,x)→ TorOS,s

1 (k(s),OD,x)→ ID,x ⊗ k(s)→ OX,x ⊗ k(s) = OXs,x.

Since the first term is zero by flatness of X → S, the required vanishing would follow
from injectivity of the last map. To see this injectivity, let f̄x ∈ OXs,x be a regular element
cutting out Ds at x ∈ Xs and let fx ∈ OX,x be a lift. Now multiplication by fx induces a map
OX,x ⊗ k(s) → OX,x ⊗ k(s) which is injective with image IDs,x. Thus we have an injective
map which factors as

OX,x ⊗ k(s)→ ID,x ⊗ k(s)→ OX,x ⊗ k(s)

where the first map is a surjection and so the required map is an injection.

This shows that E = Q is our required sheaf so that AJ−1
X/S(ϕ[L]) → S is representable

by the projective bundle P(E). If R1 f∗L = 0, then by the previous corollary, Q and f∗L are
locally free, dual to eachother, and commute with basechange. In particular, if this holds for
all T-points, then AJX/S is representable by smooth morphisms since a projective bundle is
smooth over the base when E is locally free.

15.2 Boundedness

Definition 15.3. We say the a moduli functor F : SchS → Set is bounded, or that the objects
parametrized by F form a bounded family, if there exists a finite type scheme T over S as well as a
T-point ξ ∈ F(T) such that for any field t : Spec k → S and k-point ξt ∈ F(k), there exists a field
extension k′/k and a k′-point t′ ∈ T(k′) such that ξ|t′ = ξt ⊗k k′.

34Here we have to use a finite presentation trick to reduce to T Noetherian as usual.
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Intuitively, a bounded moduli problem, or a bounded family of geometric objects, is
one where there exists a family f : U → T over a finite type base scheme such that every
isomorphism class of objects in our moduli problem, appears as a fiber of f . In particular,
if F is representable by some fine moduli spaceM, then this induces a surjective morphism
T → M which exhibits the fine moduli space as being finite type over M. Essentially,
boundedness is a way of showing our moduli spaces are finite type.

Example 15.4. Let F = HP
X/S be the Hilbert functor for P a fixed Hilbert polynomial and f : X → S

a projective morphism over a Noetherian scheme. Then the boundedness of F was a result of uniform
CM regularity which allowed us to embed F into a fixed Grassmannian, which is of finite type.

Now let us consider our situation for the Picard functor: f : X → S is a flat projective
universal algebraic fiber space with section σ : S → X. Then for any T → S and any line
bundle L on XT, L is flat over T. Therefore the Hilbert polynomial PLt(d) is constant for
t ∈ T so the relative Picard functor can be written as a union⊔

P
PicP

X/S.

Our goal is for each of these components PicP
X/S to be bounded. As with the case of the

Hilbert functor, this boils down to a uniform CM regularity result.

Theorem 15.5. (SGA 6, Exp XIII) Let f : X → S be a projective morphism over a Noetherian
scheme S. Suppose the fibers of f are geometrically integral and of equal dimension r and fix a Hilbert
polynomial P. Then there exists an integer m such that for any field k and k-point ξ ∈ PicP

X/S(k)
corresponding to a line bundle L on Xk, L is m-regular.

Proposition 15.6. For each Hilbert polynomial P, there exists an m such that the Abel-Jacobi map
AJP(d+m)

X/S : CDivP(d+m)
X/S → PicP(d+m)

X/S is the projectivization of a locally free sheaf. In particular it
is a smooth, proper surjection.

Proof. Pick m so that L on Xk is m-regular for each k-point of PicP
X/S and consider the Abel-

Jacobi map for P(d +m). For any T-point of PicP(d+m)
X/S corresponding to L on XT, L(−m) has

Hilbert polynomial P, and in particular is m-regular. Therefore

Hi(Xt, L|Xt) = 0 i ≥ 1

for all t ∈ T. By cohomology and base change, Ri( fT)∗L = 0 for all i ≥ 1 and so ( fT)∗L is
locally free of rank P(m) and AJP(d+m)

X/S ×
PicP(d+m)

X/S
T ∼= P(E) where E is the locally free sheaf

(( fT)∗L)∨ on T.

Fact 15.7. For each m ∈ Z, twisting by OX(m) induces an isomorphism

PicP(d)
X/S
∼= PicP(d+m)

X/S .

Corollary 15.8. The functor PicP
X/S is bounded.

Proof. By the Proposition, for each P, there exists an m such that the Abel-Jacobi map for
P(d + m) is surjective. Since CDivP(d+m)

X/S is of finite type, so PicP(d+m)
X/S is bounded. By the

previous fact, this functor is isomorphic to PicP(d)
X/S and so we are done.
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Now let us say a few words about the proof of the uniform CM-regularity theorem for
the Picard functor. The proof is very similar to the prevoius uniform CM-regularity theorem
for the Quot funcotr. Recall that the idea there was to induct on the dimension of the ambient
projective space and restrict to a hyperplane section. More precisely, the proof there showed
the following.

Proposition 15.9. Let F be a coherent sheaf on a projective variety X over a field Spec k. Suppose
we have an exact sequence

0→ F (−1)→ F → FH → 0

given by restricting to a hyperplane section H such that FH is m-regular. Then:

(a) Hi(X,F (n)) = 0 for n ≥ m− i, and

(b) the sequence {dim H1(X,F (n)} is monotonically decreasing to zero for n ≥ m− 1.

In particular, H1(X,F (n)) = 0 for n ≥ (m − 1) + dim H1(X,F (m − 1)) so that F is [m +
dim H1(X,F (m− 1))]-regular.

In the previous incarnation of uniform CM-regularity the only place where we used that
F was a subsheaf of O⊕r

X was to bound H0(X,F (m)) in terms of the Hilbert polynomial P.
By the above proposition, we get that

dim H1(X,F (m− 1)) = H0(X,F (m− 1))− P(m− 1)

and so a uniform bound for H0(X,F (m− 1)) gives us a uniform bound for the regularity of
F . Thus, the main technical part of the proof of the theorem is to bound the dimension of
the space of global sections of a line bundle with fixed Hilbert polynomial.

Definition 15.10. The degree of a projective variety X ⊂ Pn
k of pure dimension r is given by the

intersection number Hr where H is a section of OX(1).

The idea then is to relate the Hilbert polynomial, the degree, and the space of global sec-
tions and their restrictions to hyperplane sections (for the inductive step!) using Grothendieck-
Riemann-Roch and Serre duality. We won’t say more about the general proof here but let us
consider the easier case of X a smooth projective curve.

15.2.1 Boundedness of Picard for smooth projective curves

For C an integral projective curve over a field k, we can define the arithmetic genus

pa := dim H1(C,OC).

If Cν → C is the normalization of C, we define the geometric genus by

pg(C) := pa(Cν).

When C is already normal, and thus regular, we have pg = pa and we simply call this
the genus g = g(C). On such a C we have the canonical bundle

ωC := Ω1
C/k.

Recall the statement of Serre duality.
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Theorem 15.11. (Serre duality) Let C be a projective, integral and regular curve over a field. Then
for any locally free coherent sheaf E on C, there is a natural isomorphism

H1(C, E)∨ ∼= H0(C, ωC ⊗ E∨).

We also have the Riemann-Roch theorem which allows us to compute the Hilbert poly-
nomial of a line bundle.

Theorem 15.12. (Riemann-Roch) Let L be a line bundle on C a projective, integral and regular curve
over a field. Then

χ(L) := dim H0(C, L)− dim H1(C, L) = deg(L)− g + 1.

Note that for C an integral, regular, projective curve, the degree of C in the sense of
Definition 2 above is the same as the degree of OC(1). Then by Riemann-Roch, for L any
line bundle, we have

PL(m) = Dm + deg(L)− g + 1

where D = deg(C(∞)) = deg(C). Therefore, the Hilbert polynomial of a line bundle de-
pends only on the degree deg(L).

On the other hand, a Cartier divisor D ⊂ C is simply a zero dimensional subscheme
and it has constant Hilbert polynomial d = dimOD and the degree of OC(D) is simply d.
Thus, we can label the components of the Picard functor by the degree d = deg L and the
Abel-Jacobi map takes the form

AJd
X/S : CDivd

C/k = Hilbd
C/k → Picd

C/k.

Applying Riemann-Roch and Serre duality to L = ωC, we get that dim H0(C, ωC) = g
and deg(ωC) = 2g− 2. Then if L is a line bundle with deg L > 2g− 2,

dim H1(C, L) = dim H0(C, ωC ⊗ L−1) = 0

since deg(ωC ⊗ L−1) < 0. Therefore the Abel-Jacobi map is a smooth projective bundle for
d > 2g − 2, in fact equal to the projectivization P((π∗L)∨) where L is the universal line
bundle on C× Picd

C/k and π is the second projection. In particular, this gives boundedness.

15.3 Quotients by flat and proper equivalence relations

The last technical ingredient we need before we can prove representability of the Pi-
card functor is the existence of quotients by finite equivalence relations for quasi-projective
schemes. We begin with some generalities on categorical quotients.

Let C be a category with fiber products and a terminal object ∗. An equivalence relation
on an object X of C is an object R along with a morphism R → X ×∗ X such for each object
T, the map of sets R(T) ⊂ X(T)× X(T) is the inclusion of an equivalence relation on the set
X(T). The two projections give us two morphisms pi : R → X from an equivalence relation
to X.

Definition 15.13. A categorical quotient of X by the equivalence relation R is an object Z as well
as a morphism u : X → Z such that u ◦ p1 = u ◦ p2 such that (Z, u) is initial with respect to this
property. That is, for any f : X → Y such that f ◦ p1 = f ◦ p2, there exists a unique morphism
g : Z → Y such that f factors through u, f = g ◦ u.
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If such a pair (Z, u) exists, then it is unique up to unique isomorphism and is denoted
X/R. If X/R exists, we say that it is an effective quotient if the natural map

R→ X×X/R X

is an isomorphism.
More generally, we can consider maps R → X ×∗ X that are not necessarily monomor-

phisms but such that the image of R(T) → X(T)× X(T) is an equivalence relation. In this
can we can replace R with its image in X×∗ X if it exists to reduce to the previous situation.35

Example 15.14. (The case of a group quotient) Let G be a S-group scheme acting on an S-scheme X.
Then the action is given by a morphism m : G ×S X → X and the product m× prX : G ×S X →
X ×S X is an equivalence relation on X in the category of S-schemes. If an effective quotient exists,
we will denote it X/G. Note that in this case, the fibers of the natural map u : X → X/G are exactly
the orbits of G.

Example 15.15. (A non-effective quotient) Consider A1 over an algebraically closed field k = k̄.
The group Gm acts on A1 by scaling and there are two orbits, U = A1 \ {0} and {0}. Now
A1 → Spec k is a categorical quotient but the fibers of this map are not orbits so the quotient isn’t
effective.

Given an equivalence relation R → X ×S X on an S-scheme X, we say that R has prop-
erty P for any property of morphisms if the morphisms pi : R→ X have this property.

Theorem 15.16. Let X → S be a quasi-projective scheme over a Noetherian scheme S and suppose
that R → X ×S X is a flat and proper equivalence relation. Then an effective quotient X/R exists
and moreover it is a quasi-projective S-scheme.

16 Sheaves, quotients, representability of the Picard functor

16.1 fpqc Descent

Given a morphism p : S′ → S, we can consider the pullback functor p∗.

p∗ : QCoh(S)→ QCoh(S′)
F 7→ p∗F

Denoting by qi : S′′ := S′×S S′ → S′ the two projections, then the sheaf p∗F carries a natural
isomorphism

ϕ : q∗1 p∗F → q∗2 p∗F .

given by the isomorphism of functors

q∗1 ◦ p∗ ∼= (p ◦ q1)
∗ = (p ◦ q2) ∼= q∗2 ◦ p∗.

Now we can consider the various projections from the triple product,

qij : S′′′ := S′ ×S S′ ×S S′ → S′′.

35This doesn’t make a difference for us now but when we consider the more general category of algebraic
stacks, taking quotients by a finite map R → X ×S X versus its image R′ ⊂ X ×S X is exactly the difference
between a stack quotient and its coarse moduli space.
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Then for any sheaf F on S, we have the following commutative diagram.

q∗12q∗1 p∗F
q∗12 ϕ

// q∗12q∗2 p∗F = q∗23q∗1 p∗F
q∗23 ϕ

// q∗23q∗2 p∗F

q∗13q∗1 p∗F
q∗13 ϕ

// q∗13q∗2 p∗F

Said succinctly, we have the cocycle condition

q∗13ϕ = q∗23ϕ ◦ q∗12ϕ. (16)

Let QCoh(p : S′ → S) denote the category of pairs (F ′, ϕ) where F ′ is a quasi-coherent
sheaf on S′ and ϕ : q∗1F ′ → q2F ′ is an isomorphism satisfying the cocycle condition (16).
Then p∗ gives a functor

p∗ : QCoh(S)→ QCoh(p : S′ → S).

The question of descent is the question of when p∗ is an equivalence of categories. We say
that quasi-coherent sheaves satisfy descent along p or that descent holds for p when this
functor is an equivalence.36

Example 16.1. Suppose {Ui}i∈I is a Zariski open cover of S and let p : S′ =
⊔

i∈I Ui → S. Then S′′

is the disjoint union of intersections Ui ∩Uj, S′′′ is the disjoint union of triple intersections, and the
cocycle condition is the usual cocycle condition for gluing sheaves so quasi-coherent sheaves satisfy
descent along p.

Definition 16.2. A morphism p : S′ → S is fpqc37 if it is faithfully flat and each point s′ ∈ S′

has a quasi-compact open neighborhood U ⊂ S′ with f (U) an open affine subset of S. A morphism
p : S′ → S if fppf if it is faithfully flat and of finite presentation.

fpqc and fppf morphisms satisfy many nice properties.

Fact 16.3. (i) the property of being fpqc or fppf is compatible under base-change and composition;

(ii) if p : S′ → S is fpqc, then S has the quotient topology of S′ by p. That is, U ⊂ S is open if and
only if f−1(U) ⊂ S′ is open;

(iii) an open faithfully flat morphism is fpqc;

(iv) an fppf morphism is open, and in particular, fpqc.

Many properties of schemes (resp. morphisms) are fpqc local (resp. fpqc local on the
target), meaning they can be checked after pulling back by an fpqc morphism. This includes
the propeties we defined for representability of morphisms in a previous lecture. The fol-
lowing is Grothendieck’s main theorem of descent.

Theorem 16.4. Let p : S′ → S be an fpqc morphism. Then quasi-coherent sheaves satisfy descent
by p:

p∗ : QCoh(S) ∼= QCoh(p : S′ → S).
36The cateogry QCoh(p : S′ → S) is sometimes called the category of descent data and the descent data in

the image of p∗ is called effective.
37“faithfully flat and quasi-compact”
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We can also talk about the question of descent for other objects on S. For example
we can consider the case of schemes X → S. Given such an X we can pull it back along
p to obtain X′ = p∗X → S′ an S′-scheme with an isomorphism ϕ : q∗1X′ → q∗2X′ of S′′-
schemes satisfying the cocycle condition on the triple fiber product S′′′. We have a category
of S′-schemes with descent data SchS′→S consisting of (X′, ϕ) where ϕ : q∗1X → q∗2X is an
isomorphism. Then p∗ gives a functor

p∗ : SchS → SchS′→S

and we can ask when p∗ is an equivalence.

Corollary 16.5. Let p : S′ → S be an fpqc morphism. Let A f fS be the category of affine S-schemes
and A f fS′→S the category of affine S′-schemes with descent data. Then

p∗ : A f fS → A f fS′→S

is an equivalence. That is, affine S-schemes satisfy fpqc descent. In particular, closed subschemes of S
satisfy fpqc descent.

Proof. The relative spec functor SpecS gives an equivalence of categories between affine S-
schemes and quasi-coherent OS-algebras over S. Moreover, p∗ : QCoh(S) → QCoh(S′) is
compatible with tensor products. Thus, it sends quasi-coherent OS-algebras to OS′-algebras
and the canonical isomorphism ϕ : q∗1 p∗A → q∗2 p∗A is an algebra homomorphism. Thus,
the equivalence

p∗ : QCoh(S)→ QCoh(p : S′ → S)

restricts to an equivalence on the subcategories of algebra objects which by the SpecS equiv-
alence gives us the first claim. For the second statement, closed subschemes of S correspond
to affine morphisms f : X → S such thatOS → f∗OX is a surjection, or equivalently, algebras
such that the canonical map OS → A is a surjection. As before, since p∗ is an equivalence
onto the category of quasi-coherent sheaves with descent data,OS → A is a surjection if and
only if OS′ → A′ is a surjection so closed subschemes descend to closed subschemes.

More generally, for any fpqc morphism, it is a fact that

p∗ : SchS → SchS′→S

is fully faithful. Essential surjectivity (ie effectivity of descent data) is more subtle but the
affine case above suggests that one should restrict to desent data (X, ϕ) for which there exists
an open affine cover of X by U such that ϕ restricts to an isomorphism q∗1U → q∗2U for each
U.

16.2 Grothendieck topologies and sheaves

Given a category C which has pullbacks, a collection of morphisms T generates38 a
Grothendieck topology if

38Technically, the collection T is not the Grothendieck topology, but rather a Grothendieck pre-topology, and
different pre-topologies may generate the same topology. The notion of sheaves which we will define shortly
depends only on the topology not the pre-topology but we won’t need this distinction here. One should think
of T is a sub-base for the topology.
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(1) any isomorphism X → Y is contained in T ;

(2) for any U → X in T and any X′ → X, the pullback U′ → X′ is in T ;

(3) For any U → X and V → U in T , the composition V → X is in T .

Example 16.6. If Top is the category of topological spaces, then the collection of morphisms of the
form U =

⊔
i∈I Ui → X where {Ui} is an open cover X generate a grothendieck topology. Similarly,

replacing Top by SchS and open cover by Zariski open cover, we obtain the Zariski topology. 39

Definition 16.7. Let C be a category with Grothendieck topology generated by T . A presheaf F :
C → Set is a sheaf for T if

1. for any collection of objects {Ti}, F(
⊔

Ti) = ∏ F(Ti), and

2. for any object X and morphism U → X in T , the sequence

F(X)→ F(U)⇒ F(U ×X U)

is an equalizer where the maps are induced by the two projections.

The topologies we will consider now, beyond the Zariski topology, are the fpqc and
fppf topologies, where T is the collection of fpqc, respectively fppf morphisms. The main
theorem is the following.

Theorem 16.8. Let F be a representable functor SchS → Set. Then F is a sheaf for the fpqc topology.

We will leave this as an exercise, with the hint that this follows from fpqc descent. More
precisely, one uses the fact that for an fpqc morphism p : S′ → S, the functor p∗ : SchS →
SchS′→S is fully faithful.

Finally, we recall the notion of sheafification. Let F be any presheaf on a category C with
Grothendieck topology generated by a collection T . For any p : U → X in T , we define

H0(F, p) = Eq(F(U)⇒ F(U ×X U)).

Now we define the presheaf F+ by

F+(X) = colim(p:U→X)∈T H0(F, p).

There is a natural morphism of presheaves F → F+. We have the following theorem.

Theorem 16.9. The construction F → (F → F+) is functorial in F. Moreover, for any F, the
presheaf F++ is a sheaf. Moreover, it is universal for sheaves receiving a map from F.

We call F++ the sheafification of F for the topology generated by T .

39Note that here we are using a convenient notational trick of replacing an open covering {Ui} with their
disjoint union

⊔
Ui mapping to X.
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16.3 Quotients by flat and proper equivalence relations

We now return to the existence of quotients by flat and proper equivalence relations.
Given an equivalence relation R → X ×S X on an S-scheme X, one can consider the cate-
gorical quotient in the category of fppf sheaves on SchS. In this category, all quotients exist.
Indeed, we can define the quotient (X/R) f pp f as the fppf-sheafification of the presheaf

T 7→ X(T)/R(T)

where the latter denotes the quotient of the set X(T) by the set theoretic equivalence relation
R(T).

Lemma 16.10. Let f : X → Z be an fppf morphism of S-schemes and let R = X ×Z X ⊂ X ×S X.
Then Z is an effective quotient of X by R in the category of schemes, and moreover, Z represents the
fppf-sheafification (X/R) f pp f .

Proof. Let g : X → Y be any morphism such that g ◦ p1 = g ◦ p2 where pi : R → X are the
two projections. Then as a morphism of sheaves for the fppf topology, g factors uniquely
through (X/R) f pp f as X → (X/R) f pp f → Y. We conclude that if (X/R) f pp f is representable
by a scheme, then it must be the categorical quotient of X by R. On the other hand, by fppf
descent, in particular, fully faithfulness of the functor

f ∗ : SchZ → SchX→Z,

Z represents the functor (X/R) f pp f and so Z is a categorical quotient of X by R. By assump-
tion, R = X×Z X so the quotient is effective.

Remark 16.11. This same analysis could have been carried out with the fppf topology replaced by
the fpqc topology.

Theorem 16.12. Let f : X → S be a quasi-projective scheme over a Noetherian scheme S and let
R ⊂ X ×S X be a flat and proper equivalence relation on X. Then an effective quotient X/R exists
and it is a quasi-projective S-scheme. Moreover, the map q : X → X/R is fppf.

Proof. Since R → X is flat and proper over a Notherian scheme, and so in particular, of
finite presentation, there are a finite number of Hilbert polynomials {P1, . . . , Pn} such that
the fibers of R → X have Hilbert polynomial P = Pi for some i. Let H =

⊔
HilbPi

X/S be the
quasi-projective S-scheme obtained as the union of these components of the Hilbert scheme
of X/S and letZ ⊂ X×S H be the universal family of subschemes over H. Then R ⊂ X×S X
gives an X-point of H, that is, a morphism

g : X → H

such that g∗Z = R.
Let Γg ⊂ X ×S H be the graph of g. Since H → S is separated, Γg ⊂ X ×S H is a closed

embedding. Now for any T, let x1, x2 ∈ X(T) be two T-points which by the isomorphism
Γg → X can be identified with T-points of the graph. Now we have

(x1, x2) ∈ R(T) ⇐⇒ (x1, gx2) ∈ Z(T) ⇐⇒ gx1 = gx2.
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The first equality follows by the fact that g∗Z = R and the second from the fact that g is the
second projection from the graph and the properties of an equivalence relation. In particular,
since (x1, x1) ∈ R(T), then (x1, gx1) ∈ Z(T) so Γg ⊂ Z is a closed subscheme of Z .

Now Z → H is an fppf morphism. We claim that as subschemes of the fiber product
Z ×H Z , Γg ×H Z = Z ×H Γg. A T-point of either, by the string of equalities above and
the definition of a graph, corresponds to a pair (x1, x2) ∈ R(T) and so we conclude the
required equality. Then by fpqc descent of closed subschemes, Γg ⊂ Z descends to a closed
subscheme Y ⊂ H with an fppf morphism Γg → Y. By definition of the graph this can
be identified with the morphism g : X → H and so g factors through an fppf morphism
g : X → Y. By the lemma, this fppf morphism is an effective categorical quotient of X by
X ×Y X but again by the above string of equalities, this fiber product is just R. Therefore
g : X → Y is an effective categorical quotient of X by R. Finally, Y is a closed subscheme of
the quasi-projective S-scheme H so Y is quasi-projective.

16.4 Representability of the Picard functor

We are now ready to prove the main representability result, assuming the above theo-
rem on quotients by flat and proper equivalence relations. We need the following prelimi-
nary result.

Proposition 16.13. Let f : X → S be a flat projective universal algebraic fiber space over a Noethe-
rian scheme S. Suppose S has a section σ : S → X and the fibers of f are geometrically integral.
Then PicX/S is an fppf sheaf.

Proof. Under these assumptions40, the functor PicX/S is isomorphic to the functor of σ-
rigidified line bundles PicX/S,σ. Now using fppf descent one can check that this latter functor
is an fppf sheaf.

Theorem 16.14. Let f : X → S be a flat projective universal algebraic fiber space over a Noetherian
scheme S. Suppose f has a section σ : S→ X and that the fibers of f are geometrically integral. Then
for each Hilbert polynomial P, the functor PicP

X/S is representable by a quasi-projective S-scheme.

Proof. By uniform CM regularity, there exists an m such that for any k-point of PicP
X/S cor-

responding to a line bundle L on Xk, then Hi(Xk, L(m)) = 0 for all i > 0. In particular, the
Abel-Jacobi map for P1(d) := P(d + m) is representable by smooth and proper surjections.
Let P2 be the Hilbert polynomial of the component of CDivX/S such that for any D ⊂ XT
with Hilbert polynomial P2, OXT(D) has Hilbert polynomial P1 and let us denote

D(P2) := CDivP2
X/S.

Let R denote the fiber product D(P2)×CDiv
P1
X/S
D(P2).

R //

��

D(P2)

��

D(P2) // PicP1
X/S

.

40Check which assumptions we actually need.
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Then R → D(P2) ×S D(P2) is a flat and proper equivalence relation. By the fppf sheaf
condition,

PicP1
X/S

is the quotient in the category of fppf sheaves of D(P2) by R and by the previous theorem,
an effective quotient D(P2)/R exists in the category of quasi-projective S-schemes so this
quotient represents PicP1

X/S. Then tensoring by OX(m) induces an isomorphism

PicP1
X/S
∼= PicP

X/S

so we conclude representability of PicP
X/S by a quasi-projective S-scheme.

17 Deformation theory of line bundles, compactified Jaco-
bians of integral curves

17.1 Deformation theory of line bundles

Our goal now is to compute the local structure of the Picard scheme. In particular, we
can ask is it regular or smooth? The first step is to compute the tangent space. Recall the
following basic proposition from scheme theory.

Proposition 17.1. Let Y be a scheme and ξ : Spec k → Y a k-point. The tangent space TξY is the
the set of maps Spec k[ε]→ Y where ε2 = 0 such that the following diagram commutes

Spec k[ε] // Y

Spec k

OO

ξ

;;

In the case Y is the Picard scheme PicX/S, ξ corresponds to a line bundle L on Xk and
the tangent space is the fiber over [L] of the map of groups

PicX/S(k[ε])→ PicX/S(k).

Using the group action, we can tensor by L−1 so that we get a new point ξ ′ : Spec k→ PicX/S
corresponding to the line bundle L ⊗ L−1 = OXk . Since tensoring by a line bundle is an
isomorphism of functors, it suffices to compute the tangent space forOXk . This is the identity
of the group PicX/S(k) so weve deduced that the tangent space to the Picard scheme is
isomorphic to the kernel of the map above. That is, we have an exact sequence

0→ TξPicX/S → PicX/S(k[ε])→ PicX/S(k).

Proposition 17.2. The tangent space to ξ : Spec k→ PicX/S corresponding to the line bundle OXk

is isomorphic to
H1(Xk,OXk).
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Proof. The scheme Xk[ε] has the same underlying topological space as Xk with structure sheaf
OXk[ε]

= OX[ε] := OX ⊗k k[ε]. The map

PicX/S(k[ε])→ PicX/S(k)

can be identified with the map

H1(Xk,OXk [ε]
∗)→ H1(Xk,O∗Xk

).

Here we are taking cohomology of sheaves of abelian groups on the underlying topological
space Xk. To compute the kernel, consider the short exact sequence of sheaves of abelian
groups, written multiplicatively.

1→ 1 + εOXk → OXk [ε]
∗ → O∗Xk

→ 1.

The multiplicative sheaf 1 + εOXk is isomorphic to the sheaf of additive abelian groups OXk

since ε2 = 0. Taking the long exact sequence of cohomology we get

H0(Xk,OXk [ε]
∗)→ H0(Xk,O∗Xk

)→ H1(Xk,OXk)→ PicX/S(k[ε])→ PicX/S(k).

The first map is surjective, so by exactness, the kernel of interest is H1(Xk,OXk) as claimed.

Having computed the tangent space to PicX/S, we can ask more generally if it is smooth
over S. Recall the following definition of formally smooth.

Definition 17.3. A map of schemes X → S is formally smooth if for any closed embedding of affine
S-schemes i : T → T′ defined by a square zero ideal, and any solid diagram as below, there exists a
dotted arrow making the diagram commute.

T

i
��

//

  

X
f
��

T′ // S

The advantage of formal smoothness is that it is a condition on the functor of points of
X → S on SchS. On the other hand, we have the following lifting criterion for smoothness.

Proposition 17.4. A morphism X → S is smooth if and only if it is formally smooth and locally of
finite presentation.

The conditions under which we proved representability of the Picard functor also gu-
rantee that PicX/S → S is locally of finite presentation. Thus we can check smoothness using
formal smoothness. It suffices to consider the case S = Spec R is affine. Then i : T → T′

corresponds to a surjection A′ → A of R-algebras with kernel I satisfying I2 = 0. The lifting
criterion to smoothness then asks the question of when

PicX/S(A′)→ PicX/S(A)

is surjective. Repeating the argument from the computation of the tangent space, we get the
following.
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Proposition 17.5. Suppose f : X → S is an S-scheme which is A-flat. Then we have an exact
sequence

0→ H1(XA, f ∗ I)→ Pic(XA′)→ Pic(XA)→ H2(XA, f ∗ I).

Proof. By A-flatness of X, we have that the sequence

0→ f ∗ I → OXA′
→ OXA → 0,

obtained by pulling back 0 → I → A′ → A → 0 to X, is exact. Since I is square zero, we
have the following exact sequence of multiplicative groups.

1→ 1 + f ∗ I → O∗XA′
→ O∗XA

→ 1

Taking the long exact sequence of cohomology and using the fact that the multiplicative
sheaf 1 + f ∗ I is isomorphic to the additive sheaf f ∗ I and that the map H0(XA,O∗XA′

) →
H0(XA,O∗XA

) is surjective concludes the proof.

Corollary 17.6. Suppose T → T′ is a square zero thickening of affine schemes corresponding to
A′ → A. Then Pic(T′)→ Pic(T) is an isomorphism.

Proof. By the proposition, we have an exact sequence

H1(T, I)→ Pic(T′)→ Pic(T)→ H2(T, I).

Now I is quasi-coherent and T is affine so the first and last groups vanish.

Putting this all together, we get the following result.

Theorem 17.7. Let S = Spec R be an affine Noetherian scheme and suppose that f : X → S is as
in the existence theorem for the Picard scheme.41 Then for any A′ → A a morphism of R-algebras
with square-zero kernel I, and any diagram

Spec A
ξ //

��

PicX/S

f
��

Spec A′ // S

there exists an element obs(ξ) ∈ H2(XA, f ∗ I) such that a lift ξ ′ : Spec A′ → PicX/S exists if
and only of obs(ξ) = 0. Moreover, in this case, the set of such lifts is a torsor42 for the group
H1(XA, f ∗ I).

Proof. Combining the above proposition and corollary, we see that for T → T′ being a
square-zero thickening of affine schemes, the exact sequence of Proposition 5 becomes an
exact sequence

0→ H1(XA, f ∗ I)→ PicX/S(A′)→ PicX/S(A)→ H2(XA, f ∗ I).

41These assumptions can be relaxed for deformation theory but we keep them here for simplicity.
42a set with a free and transitive action of
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Here we have used the assumptions on f : X → S only to gurantee that PicX/S(A) =
Pic(XA)/Pic(A) and similarly for A′. Then the statement of the theorem is just a reinterpre-
tation of exactness. Indeed ξ gives an element of PicX/S(A) and its image in H2(XA, f ∗ I)
is obs(ξ). Then ξ is in the image of the middle map if and only if it is in the kernel of the
last map if and only of obs(ξ) = 0. When this happens, the set of preimages of ξ under
the middle map has a free and transitive action by the kernel of the middle map, which is
exactly the image of H1(XA, f ∗ I)→ PicX/S(A′).

This is an exampe of a deformation-obstruction theory, in this case for the Picard func-
tor. The connecting map obs : PicX/S(A) → H2(X, f ∗ I) and the association that takes a
square-zero thickening of affine schemes A′ → A to the groups H∗(X, f ∗ I) is functorial in I.
The group H2(X, f ∗ I) is the obstruction group and H1(X, f ∗ I) is the group of first order defor-
mations. The special case where A′ = k[ε]→ A = k gives us the tangent space to PicX/S and,
analagously, the deformation-obstruction theory can be thought of as encoding functorially
the local structure of PicX/S.

In general, one can ask whether a moduli functor admits a deformation-obstruction
theory which has the features above (an obstruction group which receives an obstruction
map whose image vanishes if and only if a lift exists and a deformation group under which
the set of lifts is a torsor if its nonempty which are functorial in the square-zero extension
A′ → A). This forms the basis of Artin’s axiomatic approach to representability of moduli
problems by algebraic spaces and stacks.

From the previous result, we have the following corollary.

Corollary 17.8. Let f : X → S as in the existence theorem for the Picard scheme and suppose further
that the fibers are curves. Then PicX/S is smooth over S of relative dimension g, the arithmetic genus
of the family of curves f .

Proof. We can suppose without loss of generality that S = Spec R is affine. Then the state-
ment follows from the lifting criterion for smoothness (since PicX/S → S is locally of finite
type and S is Noetherian). To check that the lifting holds, it suffices to check that obstruction
group vanishes. By the theorem this is a second coherent cohomology group which vanishes
since X → S is a curve. Finally, the tangent space to a fiber over Spec k→ S is computed by
H1(Xk,OXk) which is g = pa dimensional.

17.2 Jacobians of integral curves

We saw previously that when X is a smooth projective curve over a field, the Hilbert
polynomials of line bundles are just indexed by the degree d and the Abel-Jacobi map is
given as

AJd
X/k : Hilbd

X/k → Picd
X/k

from the Hilbert scheme of zero dimensional subschemes with Hilbert polynomial constant
d, that is, subschemes of length d, to the component of the Picard scheme of degree d line
bundles. Moreover, we saw using Riemann-Roch and Serre duality that for d > 2g− 2, AJd

X
is a smooth projective bundle with fiber dimension d − g. By the results of the previous
section on deformation theory, we also know that Picd

X/k is smooth. In particular, since the
genus g is constant in flat families, this holds in the relative setting so that

AJd
X/S : Hilbd

X/S → Picd
X/S
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is a smooth projective bundle of rank d− g for d > 2g− 2 whenever f : X → S is a smooth
integral projective one dimensional universal algebraic fiber space with a section over a
Noetherian base. Moreover, we saw in the smooth case Picd

X/S is in fact proper.

Definition 17.9. The Jacobian JacX/S = Pic0
X/S is the degree zero component of the Picard scheme.

In particular, when f : X → S is a smooth curve with the assumptions above JacX/S → S
is a smooth and proper group scheme over S so it is an abelian scheme. Moreover, in this
case, if f : X → S has a section σ : S→ X, then twisting by OX(σ(S)) gives an isomorphism
Picn

X/S
∼= Picn+1

X/S and so each component is isomorphic to the Jacobian.43

In the special case when S = Spec C it is the abelian variety corresponding to the g-
dimensional complex analytic torus

H1(X,OX)/H1(X, Z).

Indeed using the exponential sheaf sequence

0 // 2πiZX // OX
exp
// O∗X → 0

one can identify the degree map deg : PicX/S → Z with the connecting map H1(X,O∗X) →
H2(X, Z) and exactness implies ker(deg) is the claimed quotient.

17.2.1 Singular curves

We are interested more generally in the case that f : X → S is a family of integral but
not necessarily smooth curves. Under the usual assumptions, we have proved the existence
of the Picard scheme and have constructed an Abel-Jacobi map from an open subscheme of
Hilbn

X/S. In the case where the fibers of f are also assumed to be Gorenstein, then the picture
is almost identical.

Remark 17.10. Recall that a quasi-projective scheme X/k is Gorenstein if it is Cohen-Macaulay and
the dualizing sheaf ωX/k is a line bundle. The most important case for us to note is that local complete
intersection varieties, and in particular hypersurfaces, are Gorenstein. In this case, the theory of
adjunction tells us that if X is a hypersurface in a smooth variety P, then ωX/k = ωP/k⊗OP(X)|X
where for a smooth variety ωP/k = Ωdim X

X/k .

The main input we need is that Riemann-Roch and Serre duality work as expected for
X/k an integral Gorenstein curve.

Theorem 17.11. Let X/k be an integral Gorenstein curve with arithmetic genus g = pg :=
dim H1(X,OX). Then for any line bundle L,

Hi(X, L)∨ ∼= H1−i(X, ωX ⊗ L∨)

and there exists a number d = deg L such that

χ(X, L) = deg L + χ(OX) = deg L + 1− g.
43More generally, the components Picn

X/S are torsors over JacX/S.
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By the previous remark, the theorem holds in particular whenever the integral curve
X is embedded in a smooth surface S. In fact, we ony need to assume such an embedding
locally since both the Cohen-Macualay condition and the condition of being a line bundle
are local. In particular, we have that curves with singularities that can be embedded in the
affine plane44 are Gorenstein. We call such curves locally planar.

The upshot, is that for f : X → S a flat family of projective Gorenstein curves satisfying
the usual assumtpions, the structure of PicX/S is almost identical to the smooth case. The
components are indexed by degree d, the Abel-Jacobi map is a smooth projective bundle
above degree 2g− 2 with fibers of dimension d− g, and the degree 0 component JacX/S → S
is a smooth group scheme of relative dimension g where g = pa is the arithmetic genus of
the family. The one thing that fails is properness, as we have seen.

Let X/k be projective Gorenstein curve with arithmetic genus g = pa and let ν : Xν → X
be the normalization so that Xν is a smooth projective curve of genus pg ≤ g, the geometric
genus of X/k. Pulling back gives us a homomorphism

ν∗ : PicX/k → PicXν/k

of group schemes which preserves the degree.
On the other hand, consider the short exact sequence of sheaves on X

1→ O∗X → ν∗O∗Xν → F → 1

where F is the cokernel of the pullback map on invertible functions. Then F is a direct
sum of skyscraper sheaves of abelian groups supported at the singular points of X. Now
we take the long exact sequence of cohomology, noting that H1(X,F ) = 0 since F is sup-
ported on points, that the pullback map on global functions is an isomorphism, and that
H1(X, ν∗O∗Xν) = H1(Xν,O∗Xν) since ν is finite, we get the short exact

1→ H0(X,F )→ H1(X,O∗X)→ H1(Xν,O∗Xν)→ 1

of abelian groups. The latter map is the pullback map ν∗ on Picard groups and since ν∗

preserves degrees, we get a short exact sequence

1→ H0(X,F )→ Pic0(X)→ Pic0(Xν)→ 0.

The same analysis can be performed for XT for any T → Spec k and so we get an exact
sequence of group schemes

1→ F → JacX/k → JacXν/k → 0

where F is the commutative group scheme over k representing the sheafification of the func-
tor

T 7→ H0(XT,FT)
45

The main thing to note is that the group scheme F is a direct sum over each singular point
x ∈ X of a local factor Fx depending only on the stalk Fx of the skyscraper F . On the other
hand, Fx depends only on the completed local ring ÔX,x which allows us to compute F in
examples.

44equivalently, have tangent space dimension 2
45Note since F is a union of skyscrapers, this is just the locally constant sheaf associated to the group

H0(X,F ).
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Example 17.12. (The node) Suppose x ∈ X has a split nodal singularity. That is, the completed local
ring is isomorphic to R = kJx, yK/xy. The normalization has completed local ring R̃ = kJxK× kJyK.
Then the stalk of Fx can be computed from the sequence

1→ R∗ → R̃∗ → Fx → 1.

Then the map R̃∗ → k∗ given by ( f , g) 7→ f (0)/g(0) identifies Fx with k∗ so F is the skyscraper
sheaf k∗x and the group scheme F is simply Gm. More generally, suppose X has exactly δ split nodal
singular points and is smooth elsewhere. Then we have an exact sequence

1→ G⊕δ
m → JacX/k → JacXν/k → 0

where JacXν/k is a g− δ dimensional abelian variety.

Example 17.13. (The cusp) Suppose x ∈ X has a cuspidal singularity with completed local ring
isomorphic to kJx, yK/{y2 = x3}. Then R̃ = kJtK with the map R → R̃ given by (x, y) 7→ (t3, t2).
The cokernel of R∗ → R̃∗ can be identified with the map R̃→ k given by

g(t) 7→ g(t)− g(0)
t

∣∣
t=0.

Therefore, F = Ga is the additive group and we have an exact sequence

0→ Ga → JacX/k → JacXν/k → 0

17.3 Compactified Jacobians

Our goal now is to compactify the Jacobian, or more generally Picd for f : X → S a
family of locally planar, or more generally Gorenstein, integral curves.

The idea is to again leverage the Abel-Jacobi map as in the construction of PicX/S. In
the case of curves we have the space of degree d Cartier divisors CDivd

X/S sitting inside of
the Hilbert scheme Hilbd

X/S. While CDivd
X/S is not proper, Hilbd

X/S is and so the idea is to
extend functor of PicX/S to something that admits an Abel-Jacobi map from the proper S-
scheme Hilbd

X/S and then construct a representing object as a quotient of Hilbd
X/S by a flat

and proper equivalence relation.
If D ⊂ X is a length d subscheme that is not necessarily a Cartier divisor, then the ideal

sheaf ID is not a line bundle, but it is a rank 1 torsion free sheaf.

Definition 17.14. Let X/k be an integral variety over a field. A torsion free sheaf on X is a coherent
sheaf E such that the support Supp(E) has no embedded points. Equivalently, the annihilator of E is
the 0 ideal. The rank of a torsion free sheaf is the rank of the generic fiber Eη.

Now to see that ID for D ⊂ X a closed subscheme of an integral curve X/k is a rank 1
torsion free sheaf, note that ID ⊂ OX and OX is torsion free. Moreover, the inclusion is an
isomorphism away from D so the rank of ID is 1. In this setting, a point D ⊂ X of the Hilbert
scheme is called a generalized divisor.

Definition 17.15. The degree of a rank 1 torsion free sheaf I on an integral curve X/k is defined as

χ(I)− χ(OX).
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This definition of degree generalizes the degree of a line bundle on a smooth projective
curve as computed by Riemann-Roch. Now we can define the compactified Picard functor.

Definition 17.16. Let f : X → S be a projective family of integral curves. A family of rank 1 degree
d torsion free sheaves on X is an S-flat coherent sheaf I on X such that I|Xs is a rank 1 degree d
torsion free sheaf on Xs for each s ∈ S.

Definition 17.17. Let f : X → S be a flat projective family of integral curves. For each integer d,
the compactified Picard functor Picd

X/S : SchS → Set given by

T 7→ {families of rank 1 degree d coherent sheaves on XT → T}/Pic(T).

Note that a line bundle L on XT is in particular a family of rank 1 degree d coherent
sheaves on XT so that Picd

X/S is a subfunctor of Picd
X/S. The special case d = 0, the compact-

ified Jacobian, will be denoted by JacX/S.

Remark 17.18. Note that as in the case of the usual Picard functor, if our family of f : X → S has a
section σ that is contained in the regular locus, then σ(S) is a relative Cartier divisor of degree 1 and
twisting by OX(−dσ(S)) gives an isomorphism of functors

Picd
X/S → JacX/S.

This happens in particular if S = Spec k and X \ Xsing has a rational point.

The idea now is to extend the Abel-Jacobi map AJd
X/S : CDivd

X/S → Picd
X/S to the com-

pactified Jacobian.

Hilbd
X/S

AJd
X/S // Picd

X/S

CDivd
X/SAJd

X/S

//

OO

Picd
X/S

OO

The extension must be defined on points by sending a flat closed subscheme of degree d
D ⊂ XT to rank 1 torsion free sheaf I∨D := HomXT(ID,OXT). The problem is that when ID
is not a line bundle, taking duals isn’t well behaved in general so its not clear this is a well
defined natural transformation of functors. However, we have the following results due to
Hartshorne. Let us denote I∨D by OX(D) in analogy with the Cartier case.

Proposition 17.19. (Properties of generalized divisors on Gorenstein curves) Suppose X/k is a
Gorenstein integral curve and let I be a rank 1 torsion free sheaf on X. We have the following:

(a) the natural map I → (I∨)∨ is an isomorphism46,

(b) degOX(D) = deg D,

(c) Riemann-Roch and Serre duality hold for OX(D).
46that is, I is a reflexive sheaf
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Moreover, we have the usual correspondence between the set of D ⊂ X such that
OX(D) ∼= L and sections H0(X, L). Note that these two are also in bijection with HomX(ID,OX).

The above facts tell us that the Abel-Jacobi map for Picd
X/S works as expected on the

level of points when f : X → S is a flat projective family of integral Gorenstein curves. The
missing piece is that it behaves well under base-change. This comes from a certain general-
ization of the cohomology and base change theorem for Exti groups rather than cohomology
groups due to Altman and Kleiman. In this particular case we get the following.

Theorem 17.20. (Altman-Kleiman) Suppose f : X → S is a flat projective family of integral Goren-
stein curves and I a family of torsion free sheaves on f : X → S. Then HomX(I,OX) is flat and its
formation commutes with arbitrary base change.

The key point here is that the vanishing of H1 that implies that pushforwards commute
with basechange is replaced in this case with a vanishing Ext1

Xk
(Ik,OXk) = 0 which holds

since Xk is Gorenstein. This implies that the Abel-Jacobi map is a well defined natural trans-
formation of functors, and by repeating the argument for the Picard group we obtain the
following theorem of Altman and Kleiman.

Theorem 17.21. Let f : X → S be a flat projective family of integral Gorenstein curves over a
Noetherian scheme satisfying conditions (∗∗). Then Picd

X/S is representable by a projective S-scheme.
Moreover, the Abel-Jacobi map

AJd
X/S : Hilbd

X/S → Picd
X/S

is identified with the projectivization of a coherent sheaf. When d > 2g− 2 where g is the arithmetic
genus of f : X → S, the Abel-Jacobi map is a smooth projective bundle of rank d− g.

Example 17.22. Let X/k be a projective geometrically integral Gorenstein curve of genus 1. Then
the the d = 1 Abel-Jacobi map Hilb1

X/k = X → Pic1
X/k is a smooth projective bundle of rank

1− 1 = 0, that is, its an isomorphism. In this case, Pic1
X/k is the curve itself and the points in the

boundary
Pic1

X/k \ Pic1
X/k

correspond to the maximal ideal I of the singular point, or more precisely, itsOX dualHomOX(I,OX).

17.4 The topology of compactified Jacobians

For this section let us work over k = C the complex numbers. Let X/k be a projective
integral Gorenstein curve. To study the topology of JacX, we will leverage the action of JacX
by tensoring with a degree 0 line bundle.

Toward that end, let I a rank 1 degree 0 torsion free sheaf and L a line bundle. Consider
the endormorphism algebra A = EndOX(I). This is a finite extension of OX with generic
fiber equal to the function field k(X). Thus X′ := Spec XA is an integral curve mapping
finitely and birationally to X. That is, f : X′ → X is a partial normalization of X. Moreover,
I is an A-algebra and by construction, f∗OX′ = A, therefore I is an f∗OX′-module and by
pulling back sections we get an OX′-module I ′ such that f∗I ′ = I . In this way, every rank
1 torsion free sheaf on X is pushed forward from some partial normalization.

Lemma 17.23. The sheaf I ⊗ L is isomorphic to I if and only if f ∗L ∼= OX′ where f : X′ → X is
the partial normalization associated to I .
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Proof. If f ∗L is trivial, then I ⊗ L = f∗(I ′ ⊗ f ∗L) = f∗I ′ = I by the projection formula.
Similarly, consider

Hom(I , I ⊗ L) = End(I)⊗ L = f∗OX′ ⊗ L = f∗(OX′ ⊗ f ∗L) = f∗ f ∗L.

Then if I ∼= I ⊗ L, such an isomorphism would give a nonzero section of f ∗L. On the other
hand, f ∗L is a degree 0 line bundle so if it has a section it is trivial.

We will consider the topological Euler characteristic etop of Picd
X. This is a topological

invariant valued in the integers. We will need the following properties of the Euler charac-
teristic.

Fact 17.24. 1. If Z ⊂ X is a closed subvariety and X \ Z = U the open complement, then
etop(X) = etop(U) + etop(Z).

2. If f : X → Y smooth and proper morphism then etop(X) = etop(Y)etop(F) where F is any
fiber of f .47 More generally, suppose f is a proper fibration, the same is true.

3. etop(point) = 1 and etop(S1) = 0. In particular etop(torus) = 0.

When X is smooth, then the Jacobian is a g(X) dimensional abelian variety. In partic-
ular, by the third fact, etop(JacX) = 1 if g = 0 since JacX is a point, and etop(JacX) = 0 for
g > 0 since it is topologically a torus. That is, one can distinguish smooth rational curves by
etop(JacX). The following proposition generalizes this.

Proposition 17.25. Suppose the normalization Xν of X has genus g(Xν) ≥ 1. Then etop(JacX) = 0.

Proof. Consider the exact sequence of group schemes

0→ F → JacX → JacXν → 0.

We saw above that F is an extension of multiplicative and additive groups Gm and Ga. In
particular, F is divisible as an abstract abelian groups and so this sequence splits as a se-
quence of abelian groups48. Since g(Xν) ≥ 1, then JacXν is an abelian variety of dimension
at least 1. Thus for each n, there exists an element of order n. Using this noncanonical
splitting, we can lift this to an element of order in JacX, that is, a line bundle L on X with
L⊗n ∼= OX. Then the pullback of L to Xν is nontrivial by construction since it pulls back to an
element of order n. In particular, for any partial normalization f : X′ → X, f ∗L is nontrivial.
Thus by the previous lemma, for any rank 1 torsion free sheaf I on X, I ⊗ L 6∼= I . That is, the
action of L has no fixed points on JacX. In fact tensoring by L induces a free action of Z/nZ

on JacX. Therefore etop(JacX) is divisible by n, but n was arbitrary so etop(JacX) = 0.

Now let f : X → S be some flat and propre family of integral Gorenstein curves over
C and suppose Srat := {s ∈ S | Xs is rational}49 is a finite set. Then we have the relative
compactified Jacobian

JacX/S → S

47Note that the fibers of a smooth and proper morphism have diffeomorphic underlying complex manifolds.
48not necessarily as group schemes
49Recall a curve is rational of the genus of Xν is 0, that is, Xν ∼= P1.
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which is proper over S. Now for any proper map Y → S of complex varieties, there is a
locally closed decomposition S = tSα such that Yα → Sα is a proper fibration with fiber Fα.
Using additivity and multiplicativity propertes of etop above, we see that

etop(Y) = ∑
α

etop(Sα)etop(Fα).

In our case at hand where Y = JacX/S → S, by the proposition, we see that etop(Fα) = 0 over
any stratum where where the curve Xs has geometric genus ≥ 1. Therefore the whole sum
collapses to the points Srat which are assumed to be finite. Therefore we get the following
computation.

Proposition 17.26.
etop(JacX/S) = ∑

s∈Srat

etop(JacXs).

In particular, etop(JacX/S) counts the number of rational curves in the fibers f : X → S,
weighted with multiplicity given by the topological Euler characteristic of their compactified
Jacobian. Beauville used this to give a proof of a remarkable formula of Yau-Zaslow counting
the number of rational curves on a K3 surface which we will now sketch.

17.5 The Yau-Zaslow formula

We continue working over C. Recall that a K3 surface is a smooth projective surface X
with trivial canonical sheaf

ωX := Λ2ΩX
∼= OX

and H1(X,OX) = 0. A polarized K3 surface is a pair (X, H) where X is a K3 surface and H is
an ample line bundle. The degree of (X, H) is d = c1(H)2.

Consider the linear series |H| = P(H0(X, H)). It is a g-dimensional space where
d = 2g − 2 and the curves in |H| have arithmetic genus g by the adjunction formula. In-
side X × |H| we have a universal family of curves C → |H| with the fiber over a point
being the curve in the linear series parametrized by that point. Indeed one can identify
|H| with a component of the Hilbert scheme corresponding to effective Cartier divisors
D with OX(D) ∼= H. In general, this is an Abel-Jacobi fiber but in this case we see that
H1(X,OX) = 0 by definition of a K3 so PicX is zero dimensional and so the fibers are the
components. Then C → |H| is simply the universal family of the Hilbert scheme over this
component.

Lemma 17.27. There are finitely many rational curves parametrized by |H|.

Proof. Suppose that the locus in |H| ∼= Pg parametrizing rational curves is higher dimen-
sional. Then there exists an irreducible curve B0 ⊂ |H| contained in the rational locus and
over B0 there is a family of rational curves R0 → B0. Taking the normalization of both sides,
we obtain a family R → B where B is integral and the generic fibers are smooth rational
curves. Thus R → B contains a generically ruled surface R′ → B as a component. On the
other hand, we have a map R′ → X which is dominant. This is a contradiction as X is a
K3.
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Let n(g) denote the number of rational curves in |H| for a generic polarized complex
K3 surface (X, H) Then we have the following formula of Yau-Zaslow. We will sketch the
proof of Beauville which is based on the topology of compactified Jacobians.

Theorem 17.28 (Yau-Zaslow).

1 + ∑
g≥1

n(g)qg = ∏
n≥1

1
(1− qn)24

In particular, the numbers n(g) are constant for general (X, H).

Proof. (Sketch) Let (X, H) be a generic genus g K3 surface. It is hard theorem which we
won’t cover here that in this case, every curve in |H| is integral and in fact has at worst
nodal singularities.50 Let C → |H| be the universal family of curves in this linear series. By
the integrality we have a relative compactified Picard. consider the degree g piece

Picg
C/|H| → |H|.

This family is fiberwise isomorphic to JacC/|H| → |H| (though it could be globally different
if there is no global section of C → |H|) so the argument in the previous section tells us that

etop(Picg
C/|H|) = ∑

Cs rational curves in |H|
etop(JacCs).

We saw in the above examples that C is a nodal cubic, JacC
∼= C and in particular has

topological euler characteristic 1. This generalizes as follows.

Lemma 17.29. If C is an integral rational curve with at worst nodal singularities, then etop(JacC) =
1.

We won’t give the details of the proof but the idea is that topologically, JacC is a product
over local contributions that are each homeomorphic to the above example and so the euler
characteristic is still 1. Thus we get that

ng = etop(Picg
C/|H|).

Now given a point of Picg
C/|H| corresponding to a pair (C, L) where C is smooth and L

is a line bundle of degree g, then
χ(C, L) = 1

by Riemann-Roch. On the other hand, by semi-continuity of coherent cohomology, there
exists an open subset U ⊂ Picg

C/|H| parametrizing such pairs where H1(C, L) = 0. On this
open subset, we in fact that that H0(C, L) = 1 and so L has a unique section. The zero locus
of this section is a zero dimensional degree g subscheme of X which gives a point of Hilbg

X,
the Hilbert scheme of g points. This gives a rational and generically injective map

Picg
C/|H| 99K Hilbg

X.

50Of course this isn’t true for any (X, H) and here is where the genericity assumption comes in. In fact this
statement was only conjectured at the time of the proof of the Yau-Zaslow formula and it was only proved a
few years later.
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The source and the target of this map are in fact smooth holomorphic symplectic vari-
eties51 of the same dimension. In particular, this map is birational and then it follows from
a result of Batyrev and Kontsevich or a result of Huybrechts that the source and the target
then have the same euler characteristics.52

Thus we have that
ng = etop(Hilbg

X).

Finally, in the next few classes we will study the geometry of the Hilbert scheme of points
on surfaces and prove both the above smoothness and irreducibility claim, as well as the
formula that in this particular case of X being a K3,

∑
g≥0

etop(Hilbg
X)q

g = ∏
n≥1

1
(1− qn)24 ,

completing the proof.

18 The Hilbert scheme of points on surfaces

18.1 The topology of Hilbert schemes of points on surfaces

Let S = C and X/S a smooth quasi-projective surface. Our goal now is to study the
topology of the Hilbert schemes of points Hilbn

X parametrizing subschemes Z ⊂ X with
Hilbert polynomial constant n. That is, Z is a zero dimensional subscheme with

dimCOZ = n.

Our goal is to sketch the proof of the following theorem, which is a combination of
results due Fogarty, Briançon, and Göttsche.

Theorem 18.1. Let X/C be a smooth quasi-projective surface. Then Hilbn
X is a smooth and irre-

ducible quasi-projective 2n-fold. Moreover, the topological Euler characteristic of the Hilbert schemes
of points on X are given by the following formula.

∑
n≥0

etop(Hilbn
X)q

n = ∏
m≥0

1

(1− qn)etop(X)

This completes the sketch of the proof of the Yau-Zaslow formula from last class, and
in fact also implies the following about compactified Jacobians.

Theorem 18.2. Let C be an integral locally planar53 curve over C. Then JacC is an irreducible
variety of dimension g = g(C). In particular, JacC ⊂ JacC is dense.

51A holomorphic symplectic variety V is one with a holomorphic 2-form ωH0(V, Ω2
V) which is anti-

symmetric, closed, and nondegenerate. In this case the existence of such a form on these two moduli spaces
follows from more general work of Mukai on moduli of sheaves on a K3 surface, which both of these spaces
are examples of.

52In fact they are even diffeomorphic.
53That is, the tangent space dimension is at most 2 at each p ∈ C.
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18.2 The case of X = A2

The Hilbert scheme Hilbn
A2 admits a particularly concrete combinatorial description

due to Haiman. Let us denote Hilbn
A2 by Hn. Since A2 is affine, we can identify Hn with the

set
{I ⊂ C[x, y] | dimC C[x, y]/I = n}.

18.2.1 The torus action

There is an action of the algebraic torus T = G2
m,t1,t2

on A2
x,y which on polynomial

functions is given
f (x, y) 7→ f (t1x, t2y).

This extends to an action on Hn by

t · I = { f (t1x, t2y) | f ∈ I}.

The torus fixed points, denoted by (Hn)T, correspond to those ideals generated by f such
that f (t1x, t2y) = ta

1tb
2 f (x, y), that is, by monomials xayb.

Recall that a partition of n, λ ` n, is a decreasing sequence of positive integers λ1 ≥ λ2 ≥
. . . ≥ λk > 0 such that

∑ λi = n.

The number k = l(λ) is the length of λ, the size n is denoted by |λ|, and the λi are the parts
of λ. We can represent a partition by its Young diagram, a left aligned arrangement of boxes
with λj boxes in the jth row. We identify λ with its Young diagram and label λ as a subset of
N2 with the box in the ith column and jth row labeled by (i, j).

Lemma 18.3. There is a bijection between monomial ideals in Hn and partitions of n given by

I 7→ λ(I) = {(i, j) | xiyj 6∈ I}

and
λ 7→ Iλ = ({xrys | (r, s) 6∈ λ}.

This is enough to compute the Euler characteristic of Hn by the following fact. Let Y be
a finite type C-scheme with an action of an algebraic torus T = Gr

m and let YT be the T-fixed
locus. Then

etop(Y) = etop(YT).

Indeed etop(T) = 0 for any r > 0 and non-zero dimensional orbit of T is homeomorphic to
an algebraic torus and so only the set of zero dimensional orbits, i.e., YT, contributes to the
Euler characteristic. As a corollary, we obtain

Corollary 18.4. The Euler characteristic etop(Hn) = p(n) the number of partitions of n. Moreover,

∑
n≥0

etop(Hn)qn = ∏
m≥1

1
1− qm .
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Proof. By the previous fact,
etop(Hn) = etop((Hn)T)

by (Hn)T is the finite set of monomial ideals so its Euler characteristic is just the cardinality.
Thus,

etop(Hn) = #{monomial partitions} = #{λ ` n}.

Thus, it suffices to compute the generating series

∑
n≥0

p(n)qn.

Consider the infinite product

∏
m≥1

1
1− qm

and expand using 1/(1− x) = ∑ xi. Given a partition λ, we can write it as

∑ mkm = n

where there are are km parts of size m. Then the infinite product exactly counts expressions
of this form.

18.2.2 Local structure

Let Bλ = {xiyj | (i, j) ∈ λ}. Note that Bλ forms a basis for C[x, y]/Iλ. We will define
open subfunctors Uλ ⊂ Hn as follows. Given any test scheme S and a map S → Hn cor-
responding to a closed subscheme Z ⊂ S ×A2 flat over S, the pushforward π∗OZ along
π : Z → S carries a canonical section sij : OS → π∗OZ for each monomial xiyj. We can take
the direct sum

sλ = ∑
(i,j)∈λ

sij : O⊕n
S → π∗OZ.

Then Uλ is the subfunctor representing those S-points such that sλ is an isomorphism. The
points of Uλ are exactly those ideals I such that Bλ is a basis for C[x, y]/I.

Proposition 18.5. Uλ is a T-invariant open affine neighborhood of Iλ.

Proof. It is clear that [Iλ] ∈ Uλ and that Uλ is T-invariant. We will write down explicit
coordinates for Uλ. Given a monomial xrys we have a unique expansion

xrys = ∑
(i,j)∈λ

crs
ij (I)xiyj mod I

for any I ∈ Uλ where crs
ij (I) are coefficients depending on I. The crs

ij are in fact global sections
of OUλ

. To see this, using the notation above, note that for any S-point (Z ⊂ S ×A2)
of Uλ and any monomial xrys, we have a section srs : OS → π∗OZ. Pulling back by the
isomorphism sλ, we obtain a section s∗λsrs : OS → O⊕n

S where the components of the target
are indexed by (i, j) ∈ λ. Then the functions crs

ij on S are exactly the components of s∗λsrs.

81



Since I is an ideal, it is closed under multiplication by x and y. Multiplying the above
equation x and y respectively, re-expanding both sides in the basis Bλ, and equating coeffi-
cients gives us the following.

cr+1,s
ij = ∑

(h,k)∈λ

crs
hkch+1,k

i,j (17)

cr,s+1
ij = ∑

(h,k)∈λ

crs
hkch,k+1

ij (18)

Now we leave it to the reader to check that Uλ is represented by Spec of the ring

Oλ := C[crs
ij | (i, j) ∈ λ]/(relations (1) & (2)).

Remark 18.6. In fact the Uλ are the pullbacks of the natural open affine subfunctors that cover a
Grassmannian under the embedding of the Hilbert scheme into a Grassmannian used to construct
Hn. In particular, Uλ over all λ cover Hn.

Now we will compute the cotangent space to Hn at a monomial ideal Iλ. For this ideal,
we have

crs
ij (Iλ) =

{
1 (i, j) = (r, s) ∈ λ

0 else

Thus the maximal ideal mλ ⊂ Oλ corresponding to the point [Iλ] ∈ Uλ ⊂ Hn is gen-
erated by crs

ij for (r, s) /∈ λ. The cotangent space to an affine scheme is given by mλ/m2
λ.

Examining the relations above, we see that all the terms on the right are in m2
λ except for the

term
crs

i−1,jc
ij
ij = crs

i−1,j.

Here we are using that cij
ij = 1. Thus we have that

cr+1,s
ij = crs

i−1,j mod m2
λ.

Similarly, cr,s+1
ij = crs

i,j−1 mod m2
λ. For each box (i, j) ∈ λ we define two special functions uij

and dij as in the following diagram.
put in picture and discussion of arrows
Now a simple combinatorial argument shows that each function is either zero or equiv-

alent to one of the dij or ui,j in m2
λ. Since there are 2n such functions, we conclude the

following.

Proposition 18.7. The cotangent space to Hn at Iλ has dimension at most 2n.

18.2.3 Initial degenerations

Let ρ : Gm → T be a character of the torus so that ρ(t) = (ta, tb). Then we define the
initial ideal, if it exists, to be the flat limit

inρ I := lim
t→0

ρ(t) · I.
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More precisely, the action of T on Hn composed with ρ induces an action of Gm. Then the
orbit of I can be viewed as a morphism

ϕI : Gm → Hn

corresponding to the family of ideals Iρ = ({ f (tax, tby) | f ∈ I}) ⊂ OGm [x, y]. If this
morphism extends to an equivariant morphism

ϕ̄I : A1 → Hn,

the initial ideal is exactly the ideal corresponding to the point ϕ̄I(0).

Fact 18.8. There exists a generic enough ρ such that the fixed points of the Gm action under ρ are the
same as those for T, (Hn)ρ = (Hn)T, and such that ϕ̄I exists for each I.

Exercise 18.1. Check that the co-character ρ(t) = (t−p, t−q) for p� q > 0 works.

Since ϕ̄I has Gm-equivariant it sends fixed points to fixed points so ϕ̄I(0) ∈ (Hn)T is a
monomial ideal.

Proposition 18.9. Hn is connected.

Proof. By the above fact, every point of Hn is connected to a monomial ideal by an initial
degeneration over A1. Thus, it suffices to show that the monomial ideals lie in the same
connected component. Let λi be partitions corresponding to ideals Ii for i = 1, 2. Suppose
the partitions differ in exactly one box.

λ2 = (λ1 \ (i, j)) ∪ (r, s)

Let J = I1 ∩ I2 corresponding to the partition µ = λ1 ∪ λ2 ⊂N2. Then the family of ideals

Iα,β = J + (αxiyj − βxrys)

gives map ϕ : P1 → Hn with ϕ(0, 1) = I1 and ϕ(1, 0) = I2. Now any partition can be
obtained from the row partition (n) by moving one box at a time. This shows each monomial
ideal is in the same connected component as the row so Hn is connected.

Example 18.10. Let λ1 = (1, 1, 1, 1) and λ2 = (2, 1, 1) so that the ideals λi differ by one box.
These correspond to the ideals I1 = (x, y4) and I2 = (x2, xy, y3) respectively. Consider the ideal
J = I1 ∩ I2 = (x2, xy, y4) corresponding to the partition µ = λ1 ∪ λ2 ⊂ N2. Then the one
parameter family (x2, xy, y4, αy3 − αx) of ideals connects these two points of H4.

Remark 18.11. Note that the curves in Hn constructed above to connect two monomial ideals
parametrize subschemes Z supported on the origin. That is, such that Zred = {(0, 0)}.

18.2.4 The Hilbert-Chow morphism for A2

19 The moduli of curves

19.1 The functor of genus g curves

First try: (g ≥ 2 morphisms are automatically projective)
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Definition 19.1. A smooth curve over S is a flat and proper morphism f : X → S with smooth
geometrically connected 1-dimensional fibers. The genus of X → S is the genus of a geometric
fiber.54

π0Mg : SchZ → Set
S→ { f : X → S a smooth curve of genus g}/ ∼

π0Mg is not representable.

Example 19.2. C×P1 → node.

Fix, upgrade the functor to a pseudofunctor

Mg : SchS → Gpd

Define groupoids + Stacks = pseudofunctors to groupoid + sheaf.
Diagram relating all notions. Explain notation π0Mg.

19.2 Stacks

Definition 19.3. Category fibered in groupoids (CFG) p : X → C such that blah. If f : T′ → T in
C , and E an object over T, then there exists a E′ unique up to unique isom and a map E′ → E lying
over f .

Denote E′ = f ∗E. p−1(T) := objects over T + morphisms over idT. Makes precise the
idea of a "pseudofunctor" to groupoids. T 7→ p−1(T) which is a groupoid. We will denote
p−1(T) by XT. Presheaves are CFG by viewing a set as a category with only identities.
Objects S may be indentified with the category C/S (equivalent to the data of the functor
of points of S) and maps S → X identified with objects of XS by where id : S → S maps.
There is a 2-categorical Yoneda lemma.

Example 19.4. BGm, BGLn, quotient stack, Picard stack,Mg as a CFG.

Fact 19.5. Fiber products of CFGs exist. I’ll let you work out the details of the definition.

Consider SchS with a Grothendieck topology T = (Zariski, étale, fppf, fpqc, etc).

Definition 19.6. A T -stack is a category p : X → SchS over SchS such that

(1) p is a CFG,

(2) for each scheme T → S and each pair of objects ξ, ψ ∈ XT, the functor SchT → Set given by
f : V → T maps to

HomXV ( f ∗ξ, f ∗ψ)

is a T -sheaf, and

(3) objects of X satisfy effective T -descent.

Example 19.7. All examples above are fppf stacks (and thus also Zariski and étale) (need g 6= 1).

A morphism of stacks is representable by schemes if the usual thing. Can define all
properties P for representable morphisms.55

54Note this is constant over connected components of S by flatness.
55something about representable = representable by spaces
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19.3 Algebraic stacks

From now on work with étale or fppf topology, won’t make a difference which.

Lemma 19.8. Let X be a stack over SchS. Then the diagonal map

∆X : X → X ×S X

is representable by schemes if and only if for all schemes T1, T2 → X , the fiber product T1 ×X T2 is
a scheme.

That is, the diagonal is representable by schemes if and only if for any morphism T →
X from a scheme is representable. For a stack X with representable diagonal, we can define
all the usual separation axioms.

Remark 19.9. How do we check if ∆ is representable? We need to show that for any T → X ×S
X , the pullback T ×X ×SX ,∆ X is a scheme. T → X ×S X corresponds to a pair of objects
ξ, ψ ∈ X (T) over T as well as an isomorphism ξ → ψ, that is, an element of HomX (T)(ξ, ψ) =
IsomT(ξ, ψ). By definition of a stack, the functor sending a T′ → T to IsomT′(ξT′ , ψT′) is a sheaf
which is isomorphic to the pullback

T ×X ×SX X .

Thus the condition that the diagonal is representable is the condition that for any T and any objects
ξ, ψ over T, the isom sheaf is representable by a scheme.

Definition 19.10. A stack X is an algebraic stack (resp. Deligne-Mumford stack) if

(1) the diagonal ∆X is representable∗∗, and

(2) there exists a scheme U and a smooth (resp. étale) surjection U → X .

Remark 19.11. (A remark on algebraic spaces) If X is a stack where the groupoids are sets, that is,
X is simply a sheaf, that satisfies the conditions of the above theorem, then we say that the sheaf X
is an algebraic space. In this case, X is the quotient in the category of sheaves of the equivalence
relation

U ×X U ⇒ U

of schemes. Once one develops the theory of algebraic spaces, then the right notion of a representable
map of stacks is one that is representable by algebraic spaces, rather than representable by schemes.

Remark 19.12. Let us unravel the definition, we need X to be a sheaf so that we can do geometry
locally, we need representability of the diagonal to make sense of the having a smooth or étale cover
by a scheme, and then we can use descent by this cover to “do geometry” on X .

Algebraic stacks have a Zariski topology generated by morphisms that are representable
by open immersions, and an underlying topological space |X | given by equivalence classes
of K-points for fields K and the Zariski topology. Universally closed makes sense with the
usual definition that for any Z , the map |X ×S Z | → |Y ×S Z | is closed.

Theorem 19.13. (Valuative criterion for properness) Proper = universally closed + separated by
defition. Diagram... Existence + uniqueness separate.
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Theorem 19.14. Suppose X is a quasi-separated algebraic stack such that ∆X is unramified. Then
X is a Deligne-Mumford stack.

Definition of coarse moduli space... unique up to unique iso. Example...

Theorem 19.15. (Keel-Mori) Suppose X is a proper Deligne-Mumford stack over S. Then there
exists a proper coarse moduli space X → S.

The CFG of stable curvesMg

Theorem 19.16. (Deligne-Mumford)Mg for g ≥ 2 is a smooth and proper Deligne-Mumford stack
of dimension 3g− 3 with projective coarse moduli space Mg.

20 Homework

20.1 Problem Set 1

1. If you haven’t done so before, prove the Yoneda lemma. That is, if C is a category, X is
an object of C and F : Cop → Set is a presheaf, show that there is a natural isomorphism

HomC(hX, F) ∼= F(X).

Conclude that the functor C → Fun(Cop, Set) given by X 7→ hX is fully faithful.

2. Are the following functors representable? If so find the representing object and uni-
versal family and if not show why not.

• The functor GLn : Schop
Z → Set taking a scheme T to GLn(OT(T));

• The functor Niln : Schop
Z → Set taking a scheme T to the set of elements f ∈ OT(T)

with f n = 0.

• The functor Nil : Schop
Z → Set taking a scheme T to the set of all nilpotent ele-

ments f ∈ OT(T).

• The functor Fn : Schop
Z → Set taking T to the set ( f1, . . . , fn) ∈ OT(T)⊕n such that

for each t ∈ T, there exists an i with fi(t) 6= 0.

• The functor Fn/Gm : Schop
Z → Set taking T to the set Fn(T)/ ∼ where

( f1, . . . , fn) ∼ ( f ′1, . . . , f ′n)

if and only if there exists a unit u ∈ OT(T)× with f ′i = u fi for all i.

3. In the last example above, what happens if we sheafify the functor Fn/Gm?

4. Prove the following statement we used in class. Let f : X → Y be a morphism locally
of finite type between locally Noetherian schemes. Show that f is a closed embedding
if and only if it is a proper monomorphism. Recall that a morphism is a monomomor-
phism if for all T, the induced map HomC(T, X) → HomC(T, Y) is injective. (Hint:
you might need to use the famous result that a morphism is finite if and only if it is
proper and has finite fibers.)
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5. In this exercise, we will prove the generic freeness theorem.

Theorem 20.1. Let A be a Noetherian integral domain and B a finitely generated A-algebra.
For any finite B-module M, there exists an f ∈ A such that M f is a free A f -module.

To make the argument easier, let us say that an A-algebra B satisfies generic freeness if
for any finite B-module M, there exists f ∈ A such that M f is a free A f module. Then
we want to show that any finitely generated A-algebra satisfies generic freeness.

(a) Show that it suffices to prove that the polynomial algebra A[t1, . . . , tn] satisfies
generic freeness.

(b) Show that A itself satisfies generic freeness.

(c) Let B be an A-algebra and let M be a finitely generated B[t]-module. Let m1, . . . , mk
be a finite set of B[t]-module generators. We will define a filtration of M by finite
B-modules as follows. Let M0 be the B-module generated by m1, . . . , mk and let
Mn+1 = Mn + tMn. Note that each Mn is a finite B-module. Show that for each
n � 0, multiplication by t is an isomorphism Mn/Mn−1 → Mn+1/Mn. Hint:
consider the graded B[t] module ⊕

n≥0
Mn/Mn−1.

(d) Let M be an A-module with a filtration M0 ⊂ M1 ⊂ . . . Mn ⊂ . . . M. Suppose that
Mn+1/Mn is a free A-module for each n. Show that M is a free A-module.

(e) Suppose that B is an A-algebra which satisfies generic freeness. Use parts (c) and
(d) above to conclude that B[t] satisfies generic freeness.

(f) Conclude that any finitely generated A-algebra B satisfies generic freeness.

20.2 Problem Set 2

1. Let R be a Noetherian ring, I ⊂ R a proper ideal, M and R-module such that M/IM is
flat over R/I. Suppose TorR

1 (R/I, M) = 0. Show the following holds for any n ≥ 1:

(a) M/InM is a flat R/In module, and

(b) for any R-module N that is annihilated by In, we have

TorR
1 (N, M) = 0.

Hint: for (a) use the fact that an R-module M is flat if and only for every ideal J ⊂ R,

J ⊗R M→ M

is injective.

2. Let S be a Noetherian scheme, U ⊂ S an open subscheme, and E a coherent sheaf on
U. Show that there exists a coherent sheaf E ′ on S such that E ′|U = E .
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3. Let p : Y → S be a proper morphis, Z ⊂ Y a closed subscheme, and F a coherent
sheaf on Y. Show that there exists an open subscheme U ⊂ S such that a morphism
ϕ : T → S factors through U if and only if the support of FT on YT is disjoint from ZT.

4. Recall the existence theorem on the Grothendieck complex.

Theorem 20.2. Let f : X → S be a proper morphism over a Noetherian affine scheme S =
Spec A and F a coherent sheaf on X flat over S. Then there exists a finite complex

K• = (0→ K0 → K1 . . .→ Km → 0)

of finitely generated projective A-modules such that for all A-modules M, there are functorial
isomorphism

Hp(X,F ⊗A M) ∼= Hp(K• ⊗A M).

Let f : X → S be a proper morphism over a Noetherian scheme S and let E ,F be co-
herent sheaves on X with F flat over S. Suppose that E admits a locally free resolution.
The goal of this exercise is to use the Grothendieck complex to show that the functor
SchS → Set given by

T 7→ HomXT(ET,FT)

is representable by a scheme over S.

In fact we will show more. Given coherent sheaf Q on S, we may form the scheme

V(Q) := SpecSSym∗Q

where Sym∗Q is the symmetric algebra ofQ. WhenQ is locally free, V(Q) is what one
might call the total space or geometric vector bundle associated toQ. By the definition
of relative Spec, the universal property of the symmetric algebra, and the push-pull
adjunction, V(Q) is characterized by the universal property that

HomS(T, V(Q)) = HomOT(ϕ∗Q,OT) = HomOS(Q, ϕ∗OT)

for any S-scheme ϕ : T → S.

(a) Suppose S = Spec A is affine. Show that for any coherent F flat over S, there exists
an S-module Q as well as a functorial isomorphism

θM : f∗(F ⊗OX f ∗M)→ HomA(Q, M)

for any quasi-coherent A-module M.

(b) Suppose S is an arbitrary Noetherian scheme and F as above. Show that there
exists a coherent sheaf Q on S and a funtorial isomorphism

θG : f∗(F ⊗OX f ∗G)→ HomS(Q,G)

for all quasi-coherent sheaves G on S.
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(c) Conclude from the previous proposition that for any coherent F which is flat over
S, there exists a coherent Q on S such that

HomS(T, V(Q)) = H0(XT,GT)

for each S-scheme T. Hint: you might need to use the projection formula for co-
herent sheaves.

(d) Suppose F , E are coherent sheaves on X with E locally free and F flat over S. Use
part (c) to show that there exists a coherent Q on S such that

HomS(T, V(Q)) = HomOXT
(ET,FT).

(e) Extend (d) to the case where E has a locally free resolution.
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